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Preface 

Safety, reliability and risk are key issues in a world with continuously increas-

ing complexity. Road and railway accidents, tunnel fires or natural hazards 

like hurricanes, floods or earthquakes show the vulnerability of our technical 

facilities and the natural and social environment. Therefore the consideration 

of safety and risk is without doubt a very important issue during the design of 

technical facilities, such as civil engineering structures and infrastructure 

works. Questions about the analysis and treatment of safety and risk arise, as 

well as questions about optimal safety levels or questions about acceptable 

values. 

In 2012 we celebrate 10 years of the symposium "International Probabilistic 

Workshop". This series of probabilistic workshops on safety and risk in civil 

engineering were organized starting 2003/2004 in Dresden, followed 2005 in 

Vienna, 2006 in Berlin, 2007 in Ghent, 2008 in Darmstadt, 2009 in Delft, 

2010 in Szczecin and 2011 in Braunschweig. During all this symposiums 

more than 200 presentations were given and thousands of pages were written 

for the conference proceedings. The covers of the proceedings of these former 

symposiums can be seen on the next page. Besides the proceedings, special 

issues of the journals "Structure and Infrastructure Engineering", "Beton- und 

Stahlbetonbau" and "Georisk" based on expanded papers from symposiums 

were published.  

This series is continued with the 10
th

 Probabilistic Workshop at University of 

Stuttgart, which is organised jointly by the Institute of Geotechnical Engineer-

ing of the University of Stuttgart and the Institute of Natural Hazards, Univer-

sity of Natural Resources and Applied Life Sciences-Vienna. 

Four internationally renowned keynote speakers will lecture on risk, reliabil-

ity and probability methods in mechanical engineering, geotechnical engi-

neering, financial engineering and clinical economics. This year the 

conference programme includes 21 contributions from prestigious authors 

coming form all over the world, which have been reviewed by the scientific 

committee in order to guarantee the quality of the work. 

Finally, the organizers are grateful to all those who have helped and contrib-

uted to the organisations of this event. The largest part of the credit for theses 
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proceedings goes to the authors, speakers and the reviewers, not only for this 

conference, but for all conferences in this series. 

We look forward to the interesting presentations, animated discussions and 

gracious meetings at our conference. Furthermore the editors hope that this set 

of papers can be a useful reference for many readers. 

Christian Moormann, Maximilian Huber & Dirk Proske 

Editors 
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Recent Developments in Applied Mechanics 

with Uncertainties 

Isaac Elishakoff 

Department of Ocean and Mechanical Engineering 

Florida Atlantic University 

Boca Raton, FL 33431-0991, U.S.A. 

It has been recognized during past decades that deterministic mechanics as 

such cannot answer all problems that arise in engineering. For example, the 

safety factor that is being utilized in engineering design cannot possibly be 

justified within deterministic mechanics. Thus, the uncertainty analysis is in-

troduced in deterministic analysis ‘via the back door.’ The realistic analysis 

and design of structures demands the introduction of uncertainty analyses. To 

accomplish this goal, until very recently the only methodology used was the 

probabilistic analysis. It is interesting to note that the first attempt to do so, 

appears to have been a dissertation by Max Mayer titled Die Sicherheit der 

Bauwerke und ihre Berechnung nach Grenzkraeften astatt nach zulaessigen 

Spannungen, published in 1926 by Springer. In this spirit the lecture reviews 

first the safety factor idea and then the most common method that is applied 

in stochastic analysis of nonlinear structures, namely the stochastic lineariza-

tion technique. 

Then the lecture deals with alternatives to probability analysis: interval and 

ellipsoidal analyses and shows which one should be used in which circum-

stances .In these analyses no probability or fuzzy measures are needed to be 

known. These analyses depend on scarce knowledge—that is often the case-

for involved uncertain variables. Instead the bounds--as either intervals or el-

lipsoids--are incorporated into the analysis. The notion of combined optimiza-

tion and anti-optimization will be discussed. At the last part the lecture 

reviews the notion of the fuzzy safety factor. 
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Many researchers prefer to use one of these techniques exclusively and main-

tain that only one of these methods is useful. In fact it appears that there is, as 

it were, a Babel Tower erected between different methodologies of uncertain-

ty analyses. As pragmatic creatures engineers appear to be in need to know 

each of these techniques and use them in different circumstances depending 

on the character and the amount of available data. 

References 

Elishakoff, I.,  Probabilistic Theory of Structures, Dover, Mineola, NY, 1999. 

Elishakoff,  I., Safety Factors and Reliability: Friends or Foes, Kluwer, Dor-

drecht, 2004. 

Elishakoff,  I. and Ohsaki M., Optimization and Anti-Optimization of Struc-

tures under Uncertainty, Imperial College Press, London, 

2010.
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A finite cell approach for discretization of 

random fields 

Wolfgang Betz
1
, Iason Papaioannou, Daniel Straub 

Engineering Risk Analysis Group, Faculty of Civil Engineering and Geodesy,  

Technische Universität München, Germany 

Abstract: A new method for discretization of Gaussian random fields with on-

ly a small number of random variables in the representation is introduced. The 

method is based on the Karhunen-Loève (KL) expansion, which is optimal 

among series expansion methods with respect to the global mean square trun-

cation error. The resulting integral eigenvalue problem in the KL-expansion is 

discretized using a finite cell (FC) approach; i.e. the domain of computation is 

extended beyond the physical domain up to the boundaries of an embedding 

domain with a primitive geometrical shape. Higher order polynomials are used 

as FC shape functions. The approach is useful for random fields defined on 

domains with complex geometries since it shifts the problem from the mesh 

generation to the integration of discontinuous functions defined over a ficti-

tious domain. A suitable approach for numerical integration is described. The 

presented method is compared to the Expansion Optimal Linear Estimation 

(EOLE) method and to the finite element discretization of the KL-expansion 

with respect to the mean error variance and in terms of computational costs. On 

the one hand, the proposed approach shows an exponential rate of convergence 

in terms of the dimension of the matrix eigenvalue problem to solve for a fixed 

number of random variables. On the other hand, obtaining a solution for the 

random field approximation takes considerably longer than with the EOLE 

method. However, the generation of a realization of the random field represen-

tation with the finite cell approach is computationally more efficient than with 

EOLE. 

1 Introduction 

A stochastic analysis of structures in civil engineering often requires the mod-

eling of input parameters that vary randomly in space (e.g. load distributions 

or material parameters). This type of uncertainty is modeled by means of ran-
 

 

1
 With the support of the Technische Universität München - Institute for Advanced Study, funded by the 

German Excellence Initiative. 
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dom fields. A random field represents a random quantity at each point of a 

continuous domain, and, thus, consists of an infinite number of random varia-

bles. For computational purposes, the random field has to be expressed using 

a finite number of random variables. This step is referred to as random field 

discretization.  

The efficiency of a random field discretization method depends on its ability 

to approximate the original random field accurately with a minimum number 

of random variables. Accuracy is to be defined with respect to a certain error 

measure such as the global mean square truncation error. It is advantageous to 

keep the number of random variables in the representation of the random field 

small, since it can have a considerable influence on the computational costs of 

a subsequent stochastic analysis. An example is finite element reliability 

analysis [2] where, for instance, a first-order reliability method (FORM) is 

employed to obtain an estimate of the failure probability of the investigated 

system. Another example is the spectral stochastic finite element method [4]. 

For this method, the size of the problem to solve is a function involving facto-

rials of the input random variables and, thus, the problem size increases dras-

tically with increasing number of random variables. An overview of random 

field discretization methods is given in [9]. 

The Karhunen-Loève (KL) expansion of random fields is optimal in the glob-

al mean square truncation error with respect to the number of random varia-

bles in the representation [5]. However, its analytical solution is available 

only for primitive geometries and for a few selected autocovariance functions. 

For complex-shaped geometries, a finite element based approach can be cho-

sen to approximate the solution of the KL expansion. However, this requires a 

spatial decomposition of the domain.  

The requirements to a good random field mesh are not the same as the re-

quirements to a good mesh of the corresponding mechanical system (see [9]). 

Consequently, two different meshes might be necessary. However, working 

with different meshes is a handicap in writing efficient algorithms for post-

processing the random field (e.g. evaluating the realization of the field at eve-

ry finite element Gauss-point). A possible remedy is to use the elements in the 

FE mesh as a basis for the random field mesh, and to adapt the mesh by either 

refining individual elements or by coalescing different elements. This ap-

proach becomes impractical for two- or three-dimensional problems if the 

physical domain is of complex geometrical shape. This includes domains with 

curved boundaries, domains with holes, and porous media. Therefore, mesh-

less approaches appear to be favorable on complex shaped domains.  
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The Expansion Optimal Linear Estimation (EOLE) method [6] does not re-

quire a mesh; the domain of the field is approximated by a number of points. 

Consequently, the shape of the physical domain is of minor importance, since 

the selection of points can be easily performed on a fictitious domain contain-

ing the actual physical domain, where all points outside of the physical do-

main are neglected. Another meshless approach [7] is to embed the physical 

domain in a larger domain of primitive geometrical shape. The KL expansion 

is then solved for the primitive domain, either analytically or numerically. 

However, the optimality of the KL expansion with respect to the mean square 

truncation error is lost in this approach since the expansion is solved on a do-

main that is larger than the actual physical domain.  

The finite cell (FC) method [8] is a fictitious domain approach, developed as 

an extension of the finite element method. Following this approach, the phys-

ical domain is embedded in elements of primitive geometrical shape. Higher 

order shape functions are of crucial importance for the applicability of the 

method because they yield a fast rate of convergence [8]. The finite cell 

method shifts the problem of complex geometries from the mesh generation 

to the integration.  

In this work, a finite cell like approach is utilized to discretize the spatial do-

main of the random field and, thus, to approximate the solution of the 

Karhunen-Loève expansion numerically. The proposed method inherits the 

efficiency of the KL expansion if the error in the numerical integration is neg-

ligible and if the eigenmodes of the KL expansion can be approximated well 

by the chosen shape functions. The presented method is compared to the 

EOLE method and to the finite element discretization of the KL-expansion. 

The proposed approach shows an exponential rate of convergence with re-

spect to the size of the matrix eigenvalue problem to solve. On the other hand, 

obtaining a solution for the random field approximation takes considerably 

longer than with the EOLE method. However, the generation of a realization 

of the random field representation with the finite cell approach is more effi-

cient in terms of computational cost than with EOLE. 

2 Discretization of random fields 

A continuous random field ),( xH  may be loosely defined as a random func-

tion that describes a random quantity at each point x  of a continuous do-

main d
R , 0Nd .   is a coordinate in the sample space  , and 

),,( PF  is a complete probability space. If the random quantity attached to 

each point x  is a random variable, the random field is said to be univariate or 
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real-valued. If the random quantity is a random vector, the field is called mul-

tivariate. The dimension d  of a random field is the dimension of its topologi-

cal space  . One usually distinguishes between a one- and a 

multidimensional random field, the former one is also referred to as random 

process. The field is said to be Gaussian if the distribution of 

)),(,),,(( 1  nHH xx   is jointly Gaussian for any ),,( 1 nxx   and any  

0Nn . It is completely defined by its mean function Rx  :)(  and auto-

covariance function Rxx  :)',(Cov . In the following, we will restrict 

ourselves to continuous univariate multidimensional Gaussian random fields.  

The approximation )(ˆ H  of a continuous random field )(H  by a finite set of 

random variables  Mii ,,1),(   is referred to as random field discretiza-

tion. 

2.1 Error measures 

Different error measures are available to quantify the error resulting from the 

discretization of a random field. For a given outcome  , the truncation error 

)(H  is defined at position x  as the difference between the random field and 

its approximation: 

).,(ˆ),(),(  xxx HHH    (1) 

In the context of this work, we will assume that the mean function of the ap-

proximated random field can be modeled precisely, i.e.    xx    0),(E  H . 

In general, the truncation error can only be evaluated if the exact representa-

tion of the random field is known explicitly. This is usually not the case. In 

the following, an error estimator is introduced which circumvents this prob-

lem. )(x  is known as the error variance and has been commonly used in the 

literature; it is defined as: 

 
 

 
,

)(

),(ˆ),(Var

),(Var

),(ˆ),(Var
)(

2 x

xx

x

xx
x










HH

H

HH 



   (2) 

where )(x  is the standard deviation function of the random field ),( xH . 

Pointwise measures are of little use when making a quantitative assessment of 

the quality of the overall random field approximation. Therefore, the follow-

ing global error norm  , known as the mean error variance, is used here: 
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 xx d)(




   (3) 

where  xd . Besides the mean error variance, other global error measures 

haven been used in the literature. For example, in [6] the supremum norm of 

the error variance was used to compare different random field discretization 

methods. It has been noted in [10] that different global error measures might 

favor different discretization methods. In this work, we will only investigate 

convergence with respect to the mean error variance. 

2.2 Karhunen-Loève expansion 

The KL-expansion is a series expansion method for the representation of a 

random field. The expansion is based on the spectral decomposition of the 

covariance function of the field. It states that a random field can be represent-

ed exactly by the following expansion: 







1

)()(),(
i

iiiH  xxx   (4) 

where )(x  is the mean function of the field, i  are independent standard 

normal random variables, and i , )(xi  are the eigenvalues and eigenfunc-

tions of the covariance kernel obtained from solving the integral eigenvalue 

problem: 

)('d)',Cov()( xxxxx iii 


   (5) 

The eigenfunctions are by definition orthonormal, i.e. ijji   xxx d )( )( , 

where ij  is the Kronecker delta. 

2.2.1 Truncated Karhunen-Loève expansion 

The truncated KL-expansion is obtained by arranging the eigenvalues and ei-

genfunctions in a descending series with respect to the magnitude of the ei-

genvalues, and truncating the ordered expansion after M  terms. The truncated 

KL-expansion does no longer represent the random field )(xH  exactly, but 

provides an approximation )(
~

xH  of the field. Hence, the truncated KL-

expansion is a random field discretization method. The discretized random 

field is written as: 



Betz; Papaioannou; Straub: A finite cell approach for discretization of random fields 

8 





M

i

iiiH
1

)()(),(
~

 xxx   (6) 

An important property of the truncated KL-expansion is that the global mean 

square error is minimized with respect to any other complete basis of )(2 L  

[5].  

2.2.2 Error variance  

For the truncated KL-expansion, the error variance can be expressed as [9]: 

)(

)(
1)(

2

1

2

x

x
x






 

M

i ii
  (7) 

2.3 Finite element approximation of the KL-expansion 

The KL-expansion involves solving the integral eigenvalue problem given in 

equation 5. Equation 5 can be solved analytically only for a few covariance 

functions and geometries (see [5]). Therefore, for general problems with arbi-

trary geometries and covariance functions, a numerical approach is necessary. 

This involves a spatial discretization of the integral eigenvalue problem. Ob-

viously, this introduces yet another approximation to the representation of the 

random field. The obtained eigenvalues î  and eigenfunctions )(ˆ xi  are, 

therefore, approximations to the eigenvalues i  and eigenfunctions )(xi  of 

the analytical solution of the KL-expansion. The approximation of the random 

field can be expressed as: 





M

i

iiiH
1

)(ˆˆ)(),(ˆ  xxx   (8) 

In the finite element approximation of the KL-expansion (in the following 

referred to as FE-KL method), the eigenfunctions are approximated as: 





N

n

in

i

ni Nd
1

T  )()()(ˆ dxNxx   (9) 

where N  is the number of shape functions, )()( 2 LN n x are the global shape 

functions forming a basis in a chosen sub-space of the set of all Lebesgue 

square-integrable functions on  ,  and Ri

nd  are the coordinates of the ith 

eigenfunction in the basis formed by all shape functions. )(T
xN  is a vector 

function of x  with elements )(xnN , and id  is a vector containing the coeffi-
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cients i

nd . It is important to note that the eigenfunctions are by definition or-

thonormal and, therefore, the vectors id  have to be scaled appropriately.  

The approximation of the integral eigenvalue problem defined in equation 5 

by means of equation 9 introduces an error term, denoted )(xi

N . The coeffi-

cients of the vectors id  are selected such that the error term )(xi

N  becomes 

orthogonal to the space spanned by the shape functions. A solution to this 

problem is given by the matrix eigenvalue problem: 

iii MdBd ̂   (10) 

The coefficients knB  of the matrix B  are defined as: 

 
 


x x

xxxxxx d 'd )',Cov()'( )(
'

nkkn NNB   (11) 

The coefficients knM  of the matrix M  are defined as: 





x

xxx d )( )( nkkn NNM   (12) 

The error variance of the FE-KL approach can be expressed as [1]: 

)(

' )'(ˆ)',Cov()(ˆ2)(ˆˆ

1)(
2

1

2

1

2

x

xxxxxx
x






   




M

i ii

M

i ii d
  (13) 

In case of a constant standard deviation   within the domain of the field, the 

mean error variance reduces to (compare [1]): 








M

i

i

1
2

ˆ1
1 


   (14) 

2.4 Finite cell approximation of the KL-expansion 

The finite cell method [8] was developed as an extension to the finite element 

method for the solution of linear elasticity problems. Let d
R  be the do-

main of interest and d
R*  a geometrically simpler domain with * . 

The geometrically simpler domain *  is called primitive domain, and the 

original domain   is called physical domain. Furthermore, let the shape func-

tions )()( *2* LNn x  form a basis of a subspace in )( *2 L . We are searching a 

solution of the integral equation defined on  , and approximate it with func-

tions defined on * . 

The spatial decomposition of the problem is performed on the primitive do-

main *  (this is illustrated in figure 1). Since *  is by definition of primitive 

geometrical shape (e.g. a hyperrectangle), the meshing of the domain is a triv-



Betz; Papaioannou; Straub: A finite cell approach for discretization of random fields 

10 

ial task. However, the region *  is not part of the physical domain. In 

order to solve the original, i.e. physical, problem, the non-physical part of the 

extended domain *  must not influence the solution. For this reason, we in-

troduce the mapping  1,0: *   as: 



 


otherwise0

 1
)(

x
x   (15) 

In order to solve the problem defined in equation 10 we have to assemble the 

matrices M  and B . The integral in equation 12 can be transformed to an inte-

gral over *  as: 





*

d )( )( )(
x

xxxx nkkn NNM    (16) 

In a similar way, the integral in equation 11 can be written as: 

 
 


* *

d 'd )',Cov()'( )'( )( )(

'x x

xxxxxxxx nkkn NNB    (17) 

In the finite cell approach, the shape functions are defined locally on the cells 

e , see Figure 1. Higher order hierarchical shape functions based on the inte-

grated Legendre polynomials [11] are used, compare [8]. Note that the inte-

grals in equations 16 and 17 are smooth over the domain   but not even 

continuous over the domain * . Therefore, it is important to use appropriate 

numerical integration schemes in order to keep the integration error small.  

 

Figure 1. Notation for the finite cell approach. 

A staggered Gaussian integration scheme is proposed. The principal idea of 

this integration scheme is illustrated in figure 2. For staggered Gaussian inte-

gration, a tree-based mesh refinement is used to mesh the domain of the finite 

cell for integration. For one-, two- and three-dimensional elements, a binary-, 

quad- and oct-tree is used, respectively. Gaussian integration is applied in the 

leaf elements of the tree. A tree-element is refined if it is cut by the boundary 

of the physical domain and if the element level is smaller than the maximum 

tree-depth. The element level of the finite cell itself is zero. 
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In the context of this work, the number of Gauss-points used on the respective 

levels of the tree is decreased with an increasing level. This is contrary to the 

approach presented in [8] and [3], where all sub-cells were integrated with a 

full number of Gauss-points. However, in the cut-cells the function to inte-

grate is discontinuous and, therefore, cannot be approximated well using  

polynomials. Moreover, the influence area of the individual Gauss-points is 

not directly observable and not necessarily accumulated around the corre-

sponding point. 

 

Figure 2. Staggered Gaussian integration: mesh for integration on a cut finite cell. 

Assuming the integration error is small enough, )(x  and   can be comput-

ed according to equation 13 and 14, respectively. 

2.5 EOLE method 

The EOLE method [6] is a series expansion method that is based on an opti-

mal linear estimation using discrete points of the field and carries out a spec-

tral decomposition of the covariance matrix χχΣ  corresponding to these 

points. The coefficients of the covariance matrix are defined as 

   jiij
 ,CovχχΣ  with },2,1{, Nji  , where each i  is a random variable 

associated with a point ix .  

The points ix  are used to discretize the domain   of the random field 

pointwise. Consequently, the domain is represented approximately by a finite 

number of points and no finite element mesh is required. The distribution of 

the points ix  has an influence on the random field approximation, especially 

if the field is approximated by a minimal number of points.  

The random field representation in case of the EOLE method writes: 





M

i

i

i

T

i
H

1

)(
)(),(ˆ 




xΣΦ
xx

χX
  (18) 
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where i  and T

iΦ  are the M  largest eigenvalues and their corresponding ei-

genvectors of the covariance matrix χχΣ , the i  are independent standard 

normal random variables; )(xΣχX  is a vector function whose coefficients are 

defined as    xxxΣχX ,Cov)( jj
  with  Nj ,,2,1  . The EOLE method mini-

mizes the mean square error pointwise given values of the random field at the 

set of points  Nxxx ,,, 21  . For the EOLE method, the error variance can be 

expressed as [6]: 
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3 Numerical convergence study 

The convergence behavior of the proposed finite cell approach with respect to 

the mean error variance is investigated by means of a numerical example. The 

random field is modeled for a squared domain with a circular hole in its cen-

ter. The length of a side of the square is four and the diameter of the circular 

hole is two, as shown in figure 3. The Gaussian random field has a constant 

mean value and standard deviation of 31030   and 3106  , respectively.  

2

2
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4

 

Figure 3. Domain used for the numerical convergence study. 

Three different types of correlation coefficient functions are considered: 
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The correlation lengths A , B  and C  used in the numerical study were cho-

sen such that the reference mean error variances ref ,  are close to ten percent 

for 100 random variables in the expansion. This reference value is the error 

from the truncation of the KL-expansion and was calculated with a uniform 

10x10 finite cell mesh and a maximum polynomial order of the shape func-

tions of ten. The so obtained reference value was verified with a uniform 

14x14 finite cell mesh and a maximum polynomial order of eight. The applied 

correlation lengths and their corresponding reference mean error variances are  
3325.0A , 08.1B , 725.0C , 099781.0Aref, ,  , 099853.0Bref, ,   and 

09953.0Cref, ,  . The correlation coefficient functions corresponding to the 

chosen correlation lengths are depicted in figure 4. 
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Figure 4. Plot of the investigated correlation coefficient functions. 

For the convergence study, the following relative error is defined: 

ref ,

ref ,N ,

Nrel,











   (23) 

where N ,  is the mean error variance for a given size N of the matrix eigen-

value problem to solve. 

The errors obtained by the finite cell approximation of the KL-expansion 

(FC), the finite element approximation of the KL-expansion using linear 

shape functions (hFEM), and the EOLE method are shown in figure 5. For the 

FC-approach, a uniform 2x2 finite cell mesh is used. The size N of the matrix 

eigenvalue problem to solve  is  increased  by increasing  the  maximum poly- 
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Figure 5. Convergence in the relative error w.r.t. the size of the size of the problem. 
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Figure 6. Time needed to converge to a certain relative error. (Type A) 
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nomial order of the shape functions. The maximum polynomial order in each 

coordinate direction is the same. For the hFEM-approach, the actual physical 

domain is meshed using four node quadrilateral elements. The problem size N 

is increased by refining the mesh. In case of the EOLE-method, the problem 

size N is equivalent to the total number of points used to discretize the field. 

The points were distributed uniformly over the domain. 

The plots (a), (b) and (c) in figure 5 show the relative error defined in equa-

tion 23 for an increasing size N of the matrix eigenvalue problem to solve. 

The FC-approach shows an exponential rate of convergence for all three types 

of correlation coefficient functions. The convergence rate of the hFEM-

method and the EOLE method is approximately linear in the log-log plots. 

The EOLE-method converges faster than the hFEM-method for the correla-

tion coefficient function of type A. For the correlation coefficient functions of 

type B and C, the hFEM-method converges faster than the EOLE-method.  

Figure 6 shows the time needed for the methods to converge to a certain rela-

tive error for the correlation coefficient function of type A. To obtain a rea-

sonably well converged solution, the FC-approach needs considerably more 

time than the hFEM-method and the EOLE-method. For this particular corre-

lation coefficient function, the EOLE-method solves the problem around one 

order of magnitude faster than the hFEM-method. 

In a next study, the time required to evaluate a realization of the random field 

at a given position x is analyzed. This is of importance when the random field 

is used as input to finite element reliability analysis, because a realization of 

the field has to be evaluated at every finite element Gauss-point. In case of the 

hFEM-approach, the time needed to evaluate a realization of the random field 

at one position x does not depend on the mesh, because the number of shape 

functions per element remains constant. Consequently, it remains constant 

with increasing N. This time is denoted hFEMt  in the following. On the other 

hand, the time needed to obtain a realization depends in case of the FC-

approach on the maximum polynomial degree of the shape functions, and for 

the EOLE-method on the number of points used to discretize the domain. 

In the log-log plot depicted in figure 7, the time needed to obtain a realization 

of the random field is weighted by hFEMt  and plotted in terms of the relative 

error defined in equation 23. A correlation coefficient function of type A was 

employed to generate the plot. It is shown that a realization of the random 

field can be computed several times faster with the FC-approach than with the 

EOLE-method.  
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Figure 7. Time needed to compute a realization of the random field. Comparison between 

FC-approach and EOLE-method. Time is given relative to the time needed with the hFEM-

method. 

4 Summary and Conclusion 

The proposed FC-approach exhibits an exponential rate of convergence with 

respect to the mean error variance. However, it is relatively expensive to 

compute a random field approximation. This effect will be even more severe 

for three-dimensional problems. On the other hand, compared to the EOLE- 

method, the proposed approach is computationally very efficient in obtaining 

a random field realization. This is advantageous, if many realizations of the 

random field have to be generated. 

Compared to the hFEM method, the proposed approach is computationally 

more expensive in obtaining a random field realization. Therefore, for do-

mains which are meshed with a linear finite element mesh that is fine enough 

to represent the correlation structure of the random field reasonably well, the 

hFEM-method is to be preferred. However, the FC-approach is useful for 

problems that do not require a mesh on the physical domain, e.g. meshless 

approaches or FC methods. 
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Bayesian estimation of the covariance function 
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Pieterjan Criel, Robby Caspeele, Luc Taerwe 

Magnel Laboratory for Concrete Research, Ghent University, Ghent 

 

Abstract: A Bayesian response surface updating procedure is applied in order 

to update covariance functions for random fields based on a limited number of 

measurements. Formulas as well as a numerical algorithm are presented in or-

der to update the parameters of complex response surfaces using Markov Chain 

Monte Carlo simulations. In case of random fields, the parameters of the covar-

iance function are often based on some kind of expert judgment. However, a 

Bayesian updating technique enables to estimate the parameters of the covari-

ance function more rigorously and with less ambiguity. Prior information can 

be incorporated in the form of vague or informative priors, and the latter can be 

based on e.g. expert judgment. The proposed estimation procedure is evaluated 

through numerical simulations and the influence of the position of measure-

ment points is investigated. 

1 Introduction 

The parameters of the covariance function of random fields are often based on some kind 

of expert judgment, certainly in cases where only a few measurements are available. How-

ever, Bayesian updating techniques enable to estimate the parameters of the covariance 

function more rigorously and with less ambiguity as these can be used to update previously 

obtained information regarding parameters of similar random fields. Markov chain Monte 

Carlo (MCMC) simulations can be used to incorporate Bayesian updating based on limited 

samples in the response surface estimation. Prior information (vague or informative) can 

then be used to update the covariance function based on available monitoring data or 

measurement results. Of course, the sample pattern according to which the measurements 

are obtained plays an important role for optimizing the Bayesian estimation method in case 

only a few measurements can be obtained. 
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2 Random fields and their covariance function 

A random field xH  is a function whose values are random variables for any 

position x . In general, their characteristics can differ for each position x  in 

the random field. Some of the phenomena that can be represented by random 

fields are: the bathymetry of the sea, the earth’s surface temperature, concrete 

properties in structural elements, etc. resulting from a distributed disordered 

system that displays complex patterns of variation in space and/or time [15]. 

For numerical applications random fields are most often defined on a discrete 

domain, e.g. on a lattice grid (lattice process). A continuous random field can 

be obtained by interpolation methods, e.g. Kriging [3]. In many cases the ran-

dom field is defined on a surface and can be decomposed into a mean value or 

trend surface and a residual variation with mean 0. This residual variation 

usually exhibits some spatial structure, described by a covariance function 
),( ji xxC . The covariance function is a measure of the correlation between 

two positions in the field. When a random field is considered to be homoge-

neous, isotropic and ergodic the covariance function is only dependent on the 

distance   between two positions in the field, hence:  

)(),( CxxC ji   (1) 

Random fields are called Gaussian if the random variables which describe the 

field follow a Gaussian distribution. An advantage of such fields is that they 

can be transformed into a field described by standard normal distributed vari-

ables. As such, further in this paper only standard normal distributed random 

fields need to be considered. 

A standard normal field is characterized by its mean 0 and its covariance 

function and can be presented by a multivariate standard normal distribution: 

     







   HHf TN

H
12/12/

2

1
exp2  (2) 

 

where N  is the amount of positions x  in the field,   the mean value of the 

field and   the covariance matrix, whose elements  ji,  are equal to the co-

variance between position ix  and jx : 
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),( jiij xxC  (3) 

Practical simulation methods to obtain random fields can be found in [3]. In 

Figure 1 an example of a such a field is given. 

 
 

Figure 1. Realization of a standard normal distributed random field on a lattice grid, 40 by 

40 positions (left) and the associated histogram of realizations (right) 

 

 

The correlation between two positions decreases if the distance between them 

increases. Because only ergodic fields are considered 0)(lim   C [3]. 

Different models for the covariance function are suggested in literature. The 

most commonly used models are the exponential, squared exponential and 

Matérn covariance function. The exponential and squared exponential covari-

ance functions are described by only one parameter, namely the correlation 

length  , defined as [1]: 











0

0

 







d)(C

d)(C

 
(4) 

 

The Matérn covariance function additionally incorporates a smoothness pa-

rameter  . A comparison of the different covariance functions is given in 

Figure 2.  
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Figure 2. Comparison of covariance functions with correlation length  = 5 

3 Bayesian estimation of response surface parameters 

Bayesian estimation of linear regression models is well-described in literature, 

e.g. in [2, 4-7, 9]. However, in most cases observational data is modelled as a 

nonlinear combination of multiple model parameters and variables. Available 

literature on Bayesian nonlinear regression is rather limited (see e.g. [5, 7]). 

Assume that the true value of the response variable y~  can be predicted by a 

mathematical model M which is a nonlinear function of R parameters r  (r = 

1,…,R) and depends on a vector x  which represents a m-dimensional set of 

input variables. If this model would be “perfect” and the true values x~  are 

exactly known, the model would be able to predict the true response value y~  

exactly. However, due to the existence of uncertainties, the true value is given 

by: 

    xMyy~  (5) 

where the error term can be considered as a realization of a Gaussian random 

variable (with mean 0 and variance 2
 ), representing the measurement and 

model uncertainties. Hence: 

 2,0  N  
(6) 
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where the variance of the error term is assumed to be constant in the domain 

of the input variables. 

If N independent test results iy  are available for the response variable of N 

sets of corresponding input variables ix , the likelihood of the experimental 

data can in general be written as:  
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  (7) 

where  .  is the probability density function (PDF) of the standard normal 

distribution. 

Based on the Bayesian principle, the prior information (either vague or in-

formative) is given as the joint prior distribution  RB ,...,,f  1  of the 

standard deviation   of the error term and the model parameters  R,...,1 . 

This prior distribution can be updated towards a posterior distribution  

 RB ,...,,f  1  by using the likelihood function as follows: 
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(8) 

with c a normalizing constant and B the domain of the parameters 

 R,...,,  1  that have to be updated. Equation (8) can be difficult or im-

possible to solve analytically. Therefore MCMC simulations are applied (i.e. 

using the Metropolis-Hastings algorithm) to estimate values for the model 

parameters and the standard deviation of the error term. 

4 MCMC Bayesian updating of response surface parameters using a 

‘cascade’ Metropolis-Hastings algorithm 

Markov chain Monte Carlo methods (MCMC) form a class of numerical algo-

rithms that allow to obtain samples from probability distributions based on the 

construction of a Markov chain. A Markov chain is defined in probability 

theory as a sequence of random variables xi for which the distribution of xi, 
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conditioned on past realizations xi-1, xi-2, …, depends only on the previous 

sample xi-1, i.e. not on xi-2, xi-3, etc. [5]. Thus, these methods allow to draw a 

discrete-time homogeneous chain of samples from the posterior distribution 

[13]. The idea is to generate iteratively samples of a Markov chain, which  

asymptotically behaves as the probability density function (PDF) which has to 

be sampled. More specifically, the Metropolis-Hastings algorithm [8, 12] is 

commonly used for generating such Markov chains. The practical adaptation 

of this algorithm for the Bayesian estimation of response surface parameters 

is explained hereafter. More profound information on MCMC simulations can 

be found in e.g. [4-6, 10, 14]. 

Considering a certain PDF  xf X  which is a function of an input vector x , 

MCMC realizations sx  are generated sequentially and independently, starting 

from an arbitrary chosen starting vector 0x . In each step, the transition be-

tween the states sx  and 1sx  is given according to (see e.g. [5]): 

   



 


else                   

y probabilit     with 
1

s

ss
s

x

x~,xxx~qx~
x


 (9) 

where x~  is a candidate vector,  sxx~q  is called the transition or proposal dis-

tribution and the acceptance probability  x~,xs  given by (see e.g. [5]): 
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Practically, in order to select a candidate x~  – calculated according to Equa-

tion (5) – a random number rs is generated (i.e. from a uniform distribution 

U[0;1]) and x~  is accepted as the next draw from  xf X  with a probability 

 x~,xs  in case  x~,xr ss   or rejected in the other case. This way, a se-

quence of random draws sx  from  xf X  is generated, even when no analyti-

cal solution is available for  xf X . 

By using the random walk algorithm to propose values for the parameters the 

transition distribution is symmetrical and Equation (10) can be simplified to: 
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In case of the Bayesian estimation of response surface parameters, the transi-

tion between 2 estimates  s,Rs,s, ,...,,  1  and  1111  s,Rs,s, ,...,,   

for the posterior set of response surface parameters can be rewritten as: 
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 (12) 

where  s,Rs,s,R ,...,,
~

,...,
~

,~q   11  is the transition distribution. A com-

mon choice for the transition distribution is a random walk, more specifically 

by adding a random increment to the previous estimate according to: 

     TR
T

s,Rs,s,
T

R ,...,,,...,,
~

,...,
~

,~   1011   (13) 

with  R,...,,  10  a random vector that does not depend on the previous 

chain. In practice, it is common to choose the values i  according to a normal 

or uniform distribution with mean 0 and variance 
2
 . The latter value deter-

mines how fast the MCMC algorithm will converge to yield the posterior  

response surface parameters.  

Further, the probability   is the joint acceptance probability based on the 

prior probability and the likelihood function or in other words the probability 

that a random sample  10;UuP   from a uniform distribution (defined for 

values between 0 and 1) is accepted according to the prior distribution and 

that a random sample  10;UuL   is accepted according to the likelihood 

function. Based on the “cascade” principle as described in [2,7], this probabil-

ity is generalized for Bayesian estimation of response surface parameters ac-

cording the following equations: 

    LLPP uu   Prob  (14) 

    

 
 















s,Rs,s,B

RB

Rs,Rs,s,PP

,...,,f

~
,...,

~
,~f

,min

~
,...,

~
,~,,...,,













1

1

11

1
 (15) 



Criel, Caspeele & Taerwe: Bayesian estimation of the covariance function of random fields based on a limited number of 

measurements 

 

 

 
26 

    

 
 
















sRssN

RN

RsRssLL

yyL

yyL

,,1,1

11

1,,1,

,...,,,...,

~
,...,

~
,~,...,

,1min

~
,...,

~
,~,,...,,













 (16) 

with the likelihood  ...y,...,yL N1  according to Equation (7)  in case of se-

quentially independent response measurements. 

5 Bayesian estimation of the covariance function based on limited 

measurements 

Consider a random field with an exponential or a squared exponential covari-

ance function. In this case there is only one parameter which has to be esti-

mated, namely the correlation length  . Instead of fitting a covariance 

function to an empirical covariance function, it is fitted to a semi-variogram. 

A semi-variogram  ji xx ,  or variogram  ji xx ,2  is – like the covariance 

function – a function describing the degree of spatial dependence in a random 

field. It is defined as the variance of the difference between two values of the 

field. For homogeneous and isotropic fields the semi-variogram is only de-

pending on the distance between those two positions, hence: 

      22,2  jiji xxxx  (17) 

For second order stationary random fields the following relation between the 

semi-variogram en the covariance function holds [3]: 

       CC  022  (18) 

with    the semi-variogram and  C  a covariance function. 

The semi-variogram has the advantage that the mean value of the field - as-

sumed constant (if necessary after a trend correction) - does not have to be 

known to compose the empirical semi-variogram. 

This strategy is also applied in other methods for estimating the correlation 

length based on measurement data, e.g. the maximum likelihood estimation 

(MLE) and the least squares method (LSQ) [3]. However, these methods do 

not consider prior information on the covariance function, i.e. prior infor-

mation on the correlation length  . As such, the bias and uncertainty of the 
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estimation can be very large in case of limited data. When considering prior 

knowledge this can however be ameliorated. The method presented in section 

4 can be applied to update the model parameters of the covariance function 

based on a limited amount of measurements considering the empirical semi-

variogram derived from the measurements. Prior informative is given as the 

joint distribution (either vague or informative) of the error term and the pa-

rameters that define the covariance function. In case a uniform distribution is 

assumed for the error term and lognormal distributions for the correlation 

length, the prior distribution becomes: 

with   and   the parameters of the lognormal distribution. 

Rewriting Equation (5) in terms of the semi-variogram yields:   

       |    (20) 

where    is the empirical semi-variogram,    |  the semi-variogram 

model and   the error term as defined in Equation (6). 

There are different methods commonly available to compose an empirical 

semi-variogram based on measurement data [3]. In this paper the method-of-

moments estimator defined by Matheron [11] is adopted: 
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    NjihhhhT jiji ,,1,;:,    (22) 

where  T  is a set defined by Equation (22),  T  is the number of elements 

in the set  T   (i.e. the number of available measurements for a certain dis-

tance  ) and ji hh ,  are the values of the measurements. Other methods can be 

found in [3]. 
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   is not continuous as there are only a finite number of distances between 

the measurement points. In order to obtain sufficient samples per set  T  for 

constructing a semi-variogram in practice, similar distances are grouped in 

distance classes by adding a tolerance on the distance  . Hence, the set of el-

ements corresponding to a distance class   are described as follows: 

The tolerance e  should be carefully chosen so that the empirical semi-

variogram is not biased and there are enough combinations available in each 

distance class.  

In the case of an exponential covariance function (i.e. with two unknown pa-

rameters, namely the correlation length   and the standard deviation   of 

the error term), the likelihood function defined in Equation (7) in terms of the 

semi-variogram can be rewritten as:  
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  (24) 

By using a symmetrical transition distribution the simplified acceptance prob-

ability can be used in the MCMC simulation. The acceptance probabilities 

P  and L  as given in Equation (14) and (15) respectively can then be re-

written as: 

 

 













s,

P
,'f

~,
~

'f
,min










s

1  (25) 

   

   








































 















 








N

2
s,

sii

s,

N

2
ii

L

i

|
exp

i ~

~
|

exp
~

,min

1 2

1

2

1

1 2

1

2

1

1


















 

(26) 

As an example the traditional LSQ method and the currently developed 

MCMC method are compared. Both methods (MCMC method based on 25 

measurement points on a domain of 32 x 32 positions and LSQ method based 

on 25 or 1024 measurement points on the same domain size) are applied to 

    NjiehhehhT jiji ,,1,;:,    (23) 
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find the correlation length   of a random field on a lattice grid (40 by 40 po-

sitions). For each method 100 standard normal distributed random fields with 

a correlation length   = 10 are generated. In case of the MCMC method a 

lognormal prior distribution for   is considered with 8  and 2 . 
The results are shown in Figure 3.  Hence, the prior distribution used for the 

correlation length was biased. Figure 3(C) shows the prior and posterior PDF 

of the correlation length in case of the MCMC method. 

 

Compared to the LSQ method, the MCMC method provides a less uncertain 

estimation (due to the incorporation of prior information). The LSQ estima-

tion improves when more measurement points are available, however a large 

number of measurement points are necessary for achieving a similar accuracy 

as provided by the MCMC method. 1024 or more measurement points are of 

course impossible to achieve in common structural engineering applications, 

hence indicating the importance of the proposed MCMC method.  



 

Figure 3. (A) Probability density function (PDF) of  in case of the LSQ method consider-

ing 1024 measurement points. (B) PDF of  in case of the LSQ method considering 25 

measurement points.  (C) PDF of  in case of the MCMC method considering 25  meas-

urement points and prior information.  (D) 90% confidence intervals for the LSQ and 

MCMC method when considering 25 points. (E) 90% confidence interval for the LSQ 

method when considering 1024 points compared to the MCMC method when considering 

25 points. 



Criel, Caspeele & Taerwe: Bayesian estimation of the covariance function of random fields based on a limited number of 

measurements 

 

 

 
30 

6 Study of the influence of the sample pattern 

In order to optimize the information which can be obtained from a limited 

number of measurement points, the sample pattern according to which the 

measurements are obtained plays an important role for the efficiency of the 

Bayesian estimation method. Two patterns are considered in the following, 

namely patterns with a constant distance between the measurement points 

(linear regular pattern) and a pattern where de distance between the measure-

ment points grows exponentially (logarithmic regular pattern), see Figure 4. 

 

 

Figure 4. Linear regular pattern (left) and logarithmic regular pattern (right) 

 

For the linear regular pattern a larger amount of measurement couples per dis-

tance class are available, while in case of the logarithmic regular pattern a 

larger amount of different distance classes is represented, although less meas-

urements per distance class are available. A linear regular pattern will have 

the advantage that there are more measurements available for each distance 

class, while the logarithmic pattern samples according to a larger number of 

distance classes. However, in the latter case less measurement points are 

available per distance class, which leads to a less informative likelihood func-

tion. 

In order to compare the influence of both sample patterns, the performance of 

the MCMC method for estimating the correlation length   of a standard 

normal random field defined on a lattice grid (40 by 40 positions) is quanti-

fied for a specific example. For both suggested sample patterns 100 standard 

normal distributed random fields with a correlation length 10  are generat-

ed. A lognormal prior distribution for   is considered with 10  and 

2 . In case 25 measurement points are considered according to both 
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sample patterns over the same domain (15 by 15 positions), the results are 

shown in Figure 5. 

 

 

Figure 5. PDF of  for the logarithmic and linear pattern (left) and 90% confidence interval 

for the logarithmic and linear pattern (right) 

 

From Figure 5 it can be concluded that in case the prior information is con-

sistent with the simulation reference and the sample patterns have the same 

span, a more informative likelihood function is obtained according to a linear 

sample pattern (as discussed above), which consequently results in a smaller 

confidence interval of the estimated correlation length. 

7 Conclusions 

 By assuming homogeneous, isotropic and ergodic properties for ran-

dom fields, the spatial characteristics are determined by the covariance 

function.  

 A methodology based on Markov chain Monte Carlo (MCMC) simula-

tions is developed in order to estimate the covariance function of ran-

dom fields from empirical semi-variograms and considering Bayesian 

updating of prior information. 

 When only a limited amount of measurement data is available, the 

MCMC method enables to obtain a more accurate estimation of the cor-

relation length of random fields compared to the commonly used LSQ 

method. 

 With respect to constructing a semi-variogram, the use of a linear sam-

ple pattern results in a smaller confidence interval for the estimated cor-
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relation length in case the prior information is consistent with the simu-

lation reference and the sample patterns have the same span. 
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Assessing the prediction quality of coupled 
partial models considering coupling quality 

Holger Keitel 
Research Training Group 1462, Bauhaus-Universität Weimar,  

Berkaer Str. 9, 99423 Weimar, Germany 

Abstract: The process of analysis and design in structural engineering requires 
the consideration of different partial models of loading, structural material, 
structural elements, and analysis type, among others. The various partial mod-
els are combined by coupling of their several components. Due to a large num-
ber of available partial models describing similar phenomena many different 
model combinations are possible to simulate the same quantities of a structure. 
The challenging task of an engineer is to select a model combination that en-
sures a sufficient reliable prognosis. In order to achieve this reliable prognosis 
of the overall structural behaviour, on the one hand a high individual quality of 
the partial models and on the other hand an adequate coupling of the partial 
models is needed. Several methodologies have been proposed so far to evaluate 
the quality of partial models for their intended application, but a detailed study 
of the coupling quality is still lacking. This paper proposes a new approach to 
assess the quality of coupled partial models in a quantitative manner taking into 
account directly the coupling quality. In order to achieve a global measure for 
the quality of the coupled partial models existing methods based on graph theo-
ry and variance based sensitivity analysis are extended to include the quality of 
coupling. The functionality of the algorithm is demonstrated using an example 
of structural engineering. 

1 Introduction 

The models used in structural engineering to design for serviceability and the 
ultimate limit state are composed of several partial models (PM) and their 
couplings (C). A partial model describes a component of the global model, 
e.g. loading, material, or the level of abstraction. For each class of PMs, e.g. 
the material behavior of steel, several possibilities of modeling are available. 
If the material model is relevant for the structural behavior, the structural en-
gineer needs to decide, whether a linear or a non-linear material model should 
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be used and whether further effects, e.g. long-term behavior, have to be con-
sidered. Apart from the selection of appropriate partial models the coupling of 
the individual PMs is a key issue. Some partial models might interact with 
each other, thus a coupling is substantial and the quality of this coupling in-
fluences the quality of the global model. 

In recent years, strategies to estimate the quality of partial models, [4], [5], 
and to quantify the influence of the partial models on the global model prog-
nosis [3] have been developed. Furthermore, the quantification of the progno-
sis quality of a global model, neglecting the influence of coupling quality, is 
described in [3]. The assessment of software coupling has been shown in [1], 
but does not apply to partial models directly. Altogether, the evaluation of 
partial model coupling and its influence on the prognosis of a global model 
has not been addressed so far.  

In the scope of this paper a method to quantify the quality of data coupled 
partial models is presented. The basis of the procedure is the consistency of 
data belonging to the coupled partial models. Besides the pure data integrity 
the influence of the coupling on the partial models’ output is taken into ac-
count within the framework of the evaluation algorithm. Further, a quantita-
tive measure for the prediction quality of the global model taking into account 
the individual qualities of the partial models, their influence on the output 
quantity, and coupling quality is derived.  

2 Basic Methods and Principles 

2.1 Graphical Representation of Coupled Partial Models 

Global models used in engineering consist of several partial models. Figure 1 
depicts a structure of a simply supported beam, connected to a clamped col-
umn with a footing. Exemplarily several partial models are shown. On the left 
side the overall structure is presented all in one, on the right side the structural 
parts are decoupled.  

Stein, Lahmer, and Bock [8] show that a global model can be represented 
schematically by a graph, consisting of vertices – symbolizing the partial 
models – and edges – symbolizing the coupling. This idea is extended within 
the scope of this paper. The global model in Figure 1, represented by the 
graph in Figure 2, is separated into its structural components; beam, column, 
and foundation. Due to the numerical calculation, a discretization of the struc  
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(a) Complete coupled system (b)  Decoupled system  

Figure 1. System of coupled partial models (PM). 

tural parts is necessary. Each of the structural parts consists of several classes 
of partial models, which are arranged according to the sequence of the analy-
sis. These classes of partial models may include several different representa-
tions – partial models - of a phenomenon, for example material behavior. 
Only one partial model of a class can be used at the same time when modeling 
a global system. 

Within Figure 2 the coupling of partial models or structural parts is illustrated 
by arrows. These coupling are distinguished into unidirectional and bidirec-
tional coupling [1]. If unidirectional coupling is applied, for example coupling 
beam and column, the output of the beam is the input of the column, but the 
output of the column is not the input of the beam. In case of bidirectional 
coupling, the output of the column is also considered as input of the beam.  

 

Figure 2. Representation of coupled partial models by a graph. 
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2.2 Sensitivity Analysis applied to Partial Models 

Sensitivity analyses quantify the influence of input parameters on the output 
of a model. As proposed in [3], variance-based global sensitivity analysis can 
also be used to study the influence of partial models on the output of the glob-
al model. This procedure detects the most influential classes of partial models. 
Consequently, when evaluating the quality of the global model, the individual 
quality of the partial models with high influences on the system’s behavior is 
crucial for the overall prognosis quality. This algorithm to quantify the influ-
ence of classes of partial models is the basis of this investigation of coupling 
quality as well as total prediction quality and is described in the following.  

Each of the classes of partial models i, j is represented by a uniformly distrib-
uted, discrete random parameter 

{ } { },...0,1,0,1 ∈∈ ji XX   (1) 

A value of Xi=0 denotes the deactivated partial model class i, for example ge-
ometric non-linearity is not included, and Xi=1 denotes the activated partial 
model class i. The global model Y is calculated for all possible combinations 
of the number of Np partial model classes. Using these model results all re-
quired sensitivity indices can be calculated. 

The exclusive influence of the parameter Xi is quantified by the first-order 
sensitivity index Si, defined in detail in [7]. 

In order to take into account coupling effects, the total-effects sensitivity in-
dex STi was introduced by Homma and Saltelli [2]. Besides the exclusive in-
fluence of the parameter Xi on the variance of the response, the STi index 
considers the interaction of Xi with all other parameters X~i. These interactions 
are quantified by the difference of Si and STi. Further, when using high-order 
indices Sij, these interactions can be directly apportioned to specific parame-
ters/classes i and j of partial model. For details see [6]. 

In the present case of discrete input parameters all first-order, total-effects, 
and high-order indices can be calculated directly from the results of model Y 
for the N combinations of input parameters without the usual need of specific 
sensitivity estimators, which require high computational effort. 
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3 Coupling Quality 

3.1 Quality of Data Coupling 

Within the scope of this paper, coupling is defined as data coupling and the 
quality of coupling is related to the quality of data transfer. Let α and β be 
quantities appearing in both partial models k and l at the same point on the 
structure, for example forces or displacements. A perfect data coupling en-
sures consistent data in both models, e.g. αk=α l, which refers to data coupling 
quality of cqf

α,k-l=1. The index f denotes the forward coupling according to the 
sequence of partial models within the graph, whereas b denotes the backward-
coupling, for example cqb

β,l-k. As the differences in transferred data increases, 
the quality of the coupling decreases down to a quality of zero when no data 
is transferred. This leads to the following definition of data coupling quality:
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The data coupling quality depends on the quantity being compared. As a 
coupling might consist of numerous data, the mean quality of Nf forward and 
Nb backward transferred data is derived with 
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An example of coupling is the data transfer of the support forces of the 
column to the foundation in Figure 1, when both structural parts are analyzed 
seperately. The forward quantities normal force, shear force, and bending 
moment are transferred to the foundation, and the backward quantities  
deformation in vertical direction uz and horizontal direction ux as well as the 
rotation ϕy, that occur due to the flexibility of the soil, are transferred back to 
the column support and are considered pre-deformations of the column at the 
support.
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3.2 Influence of Coupling on Data 

Independent from the quality of data coupling, the question of the influence of 
coupling on the data needs to be answered. For this reason, variance-based 
sensitivity analysis according to Section 2 is applied. In the current section the 
sensitivity of the forward coupled data quantities with respect to the partial 
models is explored, which is in contrast to the usual algorithms used when the 
sensitivity of certain structural quantities of the global system is determined.  

For this analysis the partial models need to be distinguished based on their 
position in the sequence of the analysis: partial models arranged before the 
investigated coupling, denoted as PM≤k, and models arranged after the inves-
tigated coupling, denoted as PM≥l. If the coupling quality of column-
foundation needs to be determined for the graph in Figure 2, PM≤k refers to 
all models directly linked to the beam and the column, and PM≥l refers to all 
models directly linked to the foundation.  

Using high-order indices, the influence of partial models on the transferred 
data can be apportioned to each model and to several groups of models. In the 
present case we are interested in the sensitivity of the transferred data with 
respect to all PM≤k and all PM≥l. The sum of high-order indices for the 
groups of models becomes  

.     and    
1

,,
.

∑∑∑∑∑∑
≤=≥≤ ≤≤

−==
kPM

N

i
Ti

lPMki kj
ij

kPM

SSSSS
p

ααααα   (4) 

In ∑
≤kPM

Sα no first-order or higher-order indices referring to any PM≥l are in-

cluded. This value is a measure of the importance of forward coupling for 
quantity α. In contrast to this, ∑

≥lPM
Sα indicates the importance of backward 

coupling and includes all first-order for PM≥l and all high-order terms refer-
ring to any PM≥l. The need for bidirectional coupling increases with an in-
creasing influence of backward coupling. Hence, the coupling quality is more 
and more dependent on the quality of the backward coupling.  

3.3 Quality of Partial Model Coupling 

In order to derive the quality of PM coupling, the data coupling quality and 
the influence of coupling are combined. The final application of the derived 
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coupling quality is the consideration within the framework of model evalua-
tion, thus the quality of coupling is defined with this motive. In order to do so, 
the coupling quality depends on the position of the output quantity in the 
graph, for which the influence of coupling is investigated for.  

When the coupling quality is evaluated for coupled PMs that are after the in-
vestigated output quantity in the sequence of the analysis, a backward cou-
pling is essential; otherwise no information of the partial models arranged 
after the coupling can be transferred back to the PMs that are before in the 
sequence of the analysis. In this case, quality of coupling becomes  

.
b

kl

f

lklk cqcqCQ −−− ×=   (5) 

If one of the forward or backward data coupling quality is zero, the total qual-
ity is zero as well. 

When coupling quality is evaluated for coupled PMs that are arranged before 
the investigated output quantity, the backward coupling might influence the 
coupled quantities to some extent, but it is not obligatory. In this case the 
quality is defined as  
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The forward data coupling quality cqf
α is directly linked to the sensitivity in-

dices of α. For backward data coupling quality this is not possible, because it 
cannot be determined which of the backward coupling quantities β has an in-
fluence on α. Furthermore, the number of forward and backward coupling 
quantities might differ. Hence, the mean value of sensitivity indices of α is 
multiplied with the mean of backward data coupling quality .

b

klcq −  

3.4 Global Model Quality 

The prediction quality of the global model for an output quantity γ depends on 
the quality of partial models, their influence on the quantity of interest, and 
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the coupling quality. The quality of partial model i, MQi, is weighted by the 
influence of partial model i on quantity γ, quantified by SγTi, with respect to 
the sum of all SγTi of the NPM partial models involved. In addition, the quality 
contribution of each partial model is multiplied by coupling quality, CQc, of 
each of the Nc,i,γ couplings that are necessary to transfer data from PMi to the 
quantity of interest γ. For example, to transfer data from the beam to the 
foundation, Figure 1 and 2, two couplings, beam-to-column and column-to-
foundation, are necessary. This means, Nc,i,γ  is equal to two. The resulting 
model quality of the global model GM for quantity γ becomes  
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The coupling quality CQc of the partial models a and b being coupled is once 
more distinguighed into two cases, depending on the position of the output 
quantity γ within the sequence of the graph: 
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4 Example 

4.1 Partial Models and First Results 

In the following, an example depicted in Figure 3 is analyzed with respect to 
coupling quality and the total prediction quality. The considered partial mod-
els are: live load beam (PM1), non-linear material behavior of the steel col-
umns (PM2), geometric non-linear behavior of the steel column (PM3), and 
elastic behavior of soil (PM4). Coupling positions of the structural parts are 
between beam and column, denoted as 1, and between column and founda-
tion, denoted as 2. Further parameters are depicted in the figure. 
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Figure 3. Example of coupled partial models. 

First, the system is calculated considering perfect model coupling and the re-
sulting major forces, moment, displacements, and rotations of the three struc-
tural parts are given in Table 1. From these numbers the qualitative influence 
of the several classes of partial models is derived, e.g. the influence of geo-
metric non-linearity PM3 on the bending moment at column support, My2,c. 
The quantity sz,f denotes the maximum settlement of the foundation, resulting 
from vertical displacement and rotation. 

Table 1. Results for different model classes, perfect bidirectional coupling. 

XPM1 XPM2 XPM3 XPM4 Fz1,b Fz2,c My2,c ux1,c ϕy2,c ϕy2,f sz,f

    [kN] [kN] [kNm] [mm] [E-3] [E-3] [mm]
0 0 0 0 150 150 16.0 5.5 0.00 0.00 0.00
0 0 0 1 150 150 16.0 9.9 -0.86 -0.86 1.64
1 0 0 0 450 450 16.0 5.5 0.00 0.00 0.00
1 0 1 0 450 450 19.3 7.3 0.00 0.00 0.00
1 0 0 1 450 450 16.0 9.9 -0.97 -0.97 3.65
1 0 1 1 450 450 21.7 13.3 -1.06 -1.06 3.80
1 1 1 1 450 450 21.7 13.3 -1.06 -1.06 3.80

Second, Table 2 shows the results of different couplings of the structural 
parts, distinguished into uni- and bidirectional coupling. Furthermore, bidirec-
tional coupling with a limited number of iterations between the structural sub-
systems is given. From these numbers the relationship between the couplings 
are found. For example the support force of the beam Fz1,b is independent 
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from these couplings. This is in contrast to the support moment of the column 
My2,c, which depends on the type of column-foundation foundation.  

Table 2. Results for different coupling types, all partial models considered. 

coupling b-c coupling c-f Fz1,b Fz1,c My2,c My2,f ϕy2,c ϕy2,f sz,f

  [kN] [kN] [kNm] [kNm] [E-3] [E-3] [mm]
unidirectional unidirectional 450 450 19.3 19.3 0.00 -0.97 3.74
bidirectional unidirectional 450 450 19.3 19.3 0.00 -0.97 3.74

unidirectional bidirectional 450 450 21.7 21.7 -1.06 -1.06 3.80
bidirectional bidirectional 450 450 21.7 21.7 -1.06 -1.06 3.80

bidirectional 
bidirectional, only 

1 iteration 450 450 21.5 21.5 -0.97 -1.05 3.80 

4.2 Influence of Partial Models 

The influence of the partial models is determined by means of sensitivity 
analysis according to [3], applying a perfect data coupling. The resulting 
high-order sensitivity indices for selected output quantities are given in Ta-
ble 3. The output Fz1,b depends only on PM1 live load beam, thus no interac-
tion effects with other PMs occur. Contradictory to this, My2,c depends on 
several partial models and an interaction of these PMs is quantified by the 
high-order indices, for example an interaction of live load PM1 and geometric 
non-linearity PM3 with S13=0.181. The quantity My2,c depends also on the soil 
model PM4. This effect can only occur when backward coupling from the 
foundation to the column exists, thus a higher demand for this coupling is 
present, in contrast to the beam-column coupling. 

Table 3. Sensitivity indices of specific model responses. 

 Fz1,b Fz2,c My2,c ux1,c ϕy2,f sz,f 
S1 1.000 1.000 0.181 0.035 0.002 0.113
S2 0.000 0.000 0.000 0.000 0.000 0.000
S3 0.000 0.000 0.536 0.104 0.005 0.000
S4 0.000 0.000 0.037 0.801 0.984 0.773
S13= S31 0.000 0.000 0.181 0.035 0.002 0.000
S14= S41 0.000 0.000 0.014 0.005 0.002 0.113
S34= S43 0.000 0.000 0.037 0.014 0.005 0.000
S134= S314= 
S413 0.000 0.000 0.014 0.005 0.002 0.000 
ST1 1.000 1.000 0.389 0.081 0.007 0.226
ST2 0.000 0.000 0.000 0.000 0.000 0.000
ST3 0.000 0.000 0.768 0.158 0.013 0.001
ST4 0.000 0.000 0.102 0.826 0.992 0.887
Σ SPM≤k 1.000 1.000 1.079 0.209 1.011 1.114
Σ SPM≥l  0.000 0.000 0.181 0.856 0.000 0.000
Σ ST 1.000 1.000 1.260 1.065 1.011 1.114
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4.3 Coupling Quality 

Within this section the coupling quality is estimated considering all four par-
tial models of the example.  Different couplings of beam-column and column-
foundation are investigated. The further couplings, e.g. the material behavior 
with the kinematics, do not provide any data loss and have a quality of one. 
The qualities for specific quantities are given in the Tables 4 and 5. As men-
tioned earlier, the quality of partial model coupling CQ depends on the quan-
tity of interest, in particular on the position of the quantity of interest within 
the sequence of the analysis. Hence, CQ is calculated for the different in-
volved partial models/structural parts, denoted for example as CQc for cou-
pling quality of the column. 

Table 4. Results for coupling quality beam-column. 
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Fzcq 1  b

uzcq 1  ∑
≤ 1.

1
PM

FzS  ∑
≥2

1
PM

FzS  ∑ ∑
= ≥

⎟
⎠

⎞
⎜
⎝

⎛2

1 22
1

f PM
f

Sα  b
cbCQ −  c

cbCQ −

unidirectional 1.00 0.00 1.00 0.00 0.00 0.00 1.00
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Table 5. Results for coupling quality column-foundation. 

coupling c-f f
Mycq 2  f

ycq 2ϕ  ∑
≤ 3.

2
PM

MyS ∑
≥4

2
PM

MyS ∑ ∑
= ≥

⎟
⎠

⎞
⎜
⎝

⎛3

1 43
1

f PM
f

Sα  c
fcCQ −  f

fcCQ −

unidirectional 1.00 0.00 

1.08 0.18 0.06 

0.00 0.94
bidirectional 1.00 1.00 1.00 1.00
bidirectional, 
only 1 itera-

tion 
1.00 0.92 0.92 0.99 

The coupling beam-column consists of two output quantities of the beam, Fz1,b 
and Fx1,b, and two output quantities of the column, uz1,b and ux1,c. The forward 
coupling quality is always one, as the output quantities of the beam are direct-
ly applied to the column and no data loss occurs. In case of unidirectional 
coupling the data coupling quality of the backward coupling is zero. Analyz-
ing the sensitivity indices reveals that the output quantity Fz1,b depends only 
on PM1, thus no backward coupling is necessary when CQ is analyzed for the 
column and this results to CQc

b-c=1.0 according to Eq. (6). When analyzing 
the quality for quantities of the beam according to Eq. (5), values of 
CQb

b-c=0.0 and CQb
b-c=1.0 for the unidirectional and bidirectional case are 

obtained. The zero coupling quality for unidirectional interaction results from 
necessity of backward coupling for the beam in order to take into account 
output quantities of the column. 
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The coupling column-foundation consists of three output quantities of the 
column, Fz2,c, Fx2,c and My2,c, as well as three output quantities of the founda-
tion, uz2,f, ux2,f and ϕy2,f. The forward coupling quality is still always one and 
the backward coupling quality is always zero in case of unidirectional cou-
pling. As already mentioned, My2,c depends to some extent on PM4. This is 
pointed out when comparing the sum of the sensitivity indices of all PM≤3 
before and all PM≥4 after the coupling, 1.08 and 0.18. Hence, the coupling 
quality of the partial models depends on the quality of the forward and back-
ward coupling even for response quantities that are after the coupling. The 
data coupling quality of the support moment is given in Table 5. The resulting 
coupling qualities are also shown in this Table 5 for two response quantities: 
first belonging to the column CQc

c-f, which is before coupling and calculated 
according to Eq. (5), and second for the foundation CQf

c-f, which is after the 
coupling analyzed according to Eq. (6). The value of CQc

c-f is zero in the uni-
directional case, as no information of PM4 can be transferred back to the col-
umn. When analyzing CQf

c-f it is observed that a unidirectional coupling still 
leads to a quality of CQf

c-f=0.94, as the output quantities of the column are 
mainly defined by the forward coupling and only relatively small parts of the 
output quantities are influenced by the backward coupling. In case of bidirec-
tional coupling with only one iteration between the structure of the column 
and foundation, a high value of CQf

c-f=0.99 is determined, thus one iteration 
already gives satisfying results. 

4.4 Global Model Quality of the Prediction 

Exemplarily, the prediction quality is calculated for the output quantity sup-
port moment of the column My2,c and the maximum settlement of the founda-
tion sz,f. This example focuses on the effect of coupling type and the 
consequences from the choice of coupling type. Thus, the quality of the PM1, 
PM2, and PM3 are chosen not to influence the results and are considered as 
perfect, MQ=1.0. For PM4 (soil) two different models are considered: a sim-
ple approach PM4s with MQPM4s=0.7 and an advanced formulation with 
MQPM4a=1.0. Apart from the coupling beam-column and column-foundation 
all other couplings are perfect, CQ=1.0. 

The example shall demonstrate the trade-off for choosing a simple soil model, 
which allows for an iterative bidirectional coupling due to a time-efficient 
calculation, and an advanced soil formulation only allowing for unidirectional 
coupling. 
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First, the prediction quality for My2,c is calculated according to Eq. (7). In case 
of bidirectional coupling and applying the worse soil model MQGM becomes 

976.00.17.0
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0.10.1

260.1

768.0
0.10.1

259.1

000.0
0.10.1

260.1

389.0,2
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=⋅⋅+⋅⋅+⋅⋅+⋅⋅=cy

sPMGM

MMQ ,

 and in opposite applying the advanced soil model and unidirectional coupling  

.919.00.00.1
260.1

102.0
0.10.1

260.1

768.0
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000.0
0.10.1

260.1

389.0,2

4,
=⋅⋅+⋅⋅+⋅⋅+⋅⋅=cy

aPMGM
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 It is shown that the selection of the simple soil model with a bidirectional 
coupling leads to a higher prediction quality than the advanced soil model 
with a unidirectional coupling. This is a consequence of the missing data 
transfer from the foundation to the column in case of unidirectional coupling. 

Second, the prediction quality for the settlements sz,f are calculated. In case of 
bidirectional coupling and applying the worse soil model MQGM becomes 

,762.00.17.0
114.1
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114.1

001.0
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sPMGM

sMQ  

and in opposite applying the advanced soil model and unidirectional coupling  
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887.0
94.00.10.1

114.1

001.0
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114.1

000.0
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114.1

226.0,

4,
=⋅⋅+⋅⋅⋅+⋅⋅⋅+⋅⋅⋅=fz
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sMQ
 

In contrast to the support moment, the quality analyzed for the settlements is 
different, as the influence of the bidirectional coupling on the settlements is 
less than the influence on the support moment. Thus, the advanced soil model 
provides the higher quality, due to the better individual partial model quality.

 

The conclusion from an engineering point of view is that the use of a simple 
soil approach is sufficient enough for the calculation of the column. The re-
sults of this first analysis can be used to study the settlements more detailed 
applying unidirectional coupling and the sophisticated soil model.  

5 Conclusions 

This paper presented a method to calculate data coupling quality and to quan-
tify the influence of coupling on the output data in the case of coupled partial 
models. By doing so the determination of coupling quality of partial models 
in the context of a global system is accounted for. Further, a measure for the 
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prediction quality of a global system taking into account coupling quality, in-
dividual quality of the partial models, and their influence on the output are 
taken into account. 

The method provides a useful tool to determine the necessity to couple partial 
models in a uni- or bidirectional manner. Doing so, the algorithm allows for a 
reduction of complexity of global systems when bidirectional coupling is less 
important.  
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Abstract: A universal theory on combining loads in structural design is 

lacking. Current codes include three methods: dependent, semi-dependent and 

independent. These methods are mutually contradicting and inconsistently 

applied. The dominant assumption is that loads are combined independently if 

the loads are independent, dependently if the loads are dependent and other 

loads are combined semi-dependently. However, the permanent loads are 

independent but combined always dependently in the current codes contrary to 

the basic assumptions. The permanent load and the variable load are combined 

sometimes independently and sometimes dependently in the failure state but 

always dependently in the serviceability state. Variable loads are combined 

usually semi-dependently but sometimes dependently.  

This paper explains that the structural loads must always be combined 

dependently i.e. the fractile load of the combination load distribution is 

obtained by adding up the related fractile loads of the partial load distributions. 

The basic reason is that the distributions in the structural design must be the 

extreme distributions. Many other arguments are presented, too.    

In order to combine variable loads the distributions must be first converted 

simultaneous i.e. the loads must be active at the same time. This distribution 

alteration induces a combination factor 0.  

1 Introduction  

The load combination is the key issue in the safety factor and the combination 

factor G, Q, M, 0 calculation. The dominant theory is that the loads are 

combined independently if the loads are independent, dependently if the loads 

are dependent and other loads are combined semi-dependently. However, the 

permanent loads are independent but combined always dependently. The 
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permanent load and the variable load are combined sometimes independently 

and sometimes dependently in the failure state but always dependently in the 

serviceability state. Variable loads are combined usually semi-dependently 

but sometimes dependently. 

An explanation is missing why different combination methods are used. A 

uniform theory on the load combination was lacking. 

Arguments are presented in this paper that loads must always be combined 

dependently. The primary argument is that the combination distribution must 

be the extreme distribution. The dependent load combination is universal and 

consistent in all cases. 

1.1 Current theory 

The current load combination theory and its code implementations are 

disclosed in references [1, 2, 3, 4, 5, 6, 10, 11]. 

The basic load combination theory is revealed by MADSEN ET AL [6], MADSEN 

[5] and TURKSTRA [11]. Much theoretical research is paid to find out how 

variable loads are combined and how the load configuration affects on the 

load combination. The current variable load combination is based on 

Turkstra’s method TURKSTRA [11]: The combination load is the higher load 

which is obtained when one load is constant and the other load has a random 

value. In this load combination, the load configuration has no effect. 

The theoretical references [5, 6, 11] and references [1, 2, 3, 4, 10, 11] 

explaining the actual load combination in the code, describe that the loads are 

stochastic and combined independently. However, this concept is not 

consistently applied. No reference explains why permanent loads are 

combined dependently although these loads are independent?  

If there are many loads, e.g. imposed loads of a multi storey house1 or many 

permanent loads, the independent load combination results in an unrealistic 

outcome as the reliability vanishes. The current load combination theory does 

not address this contradiction either. 

The references [1, 2, 3, 4, 5, 6, 10, 11] do not address several other significant 

issues of the load combination:  
 

 

1 The unrealistic outcome of the independent load combination is recognized in an Eurocode background 

document: Imposed loads on floors and roofs (1990) “The storey-dependent reduction formulas of the code-

draft are not scientifically derived…”. 



Moormann, Huber & Proske: Proceedings of the 10th International Probabilistic Workshop, Stuttgart 2012 

49 

 The extreme function, i.e. the rule of the maximum load combination. 

 The correlation of the loads due to the equality design equation.  

 The correlation of the loads when the loads are proportions of another load. 

 The load losing and the uneven failure probability of the independent combination. 

 The independent combination contradicts the linearity and Hook’s law. 

1.2 Dependent, semi-dependent and independent load combination 

Two loads are combined dependently by adding up the distributions by 

fractiles i.e. a load X with an item xi in fractile i and a load Y with an item yi in 

the same fractile i are combined dependently to obtain the combination load 

XY with an item xyi in fractile i by adding up xi and yi, i.e. xyi = xi + yi, 

POUTANEN [7, 8]. If the Monte Carlo simulation is used to combine the loads, 

in the dependent combination one seed number is used. The same 

combination load is obtained when several random load pairs xi , yi are 

generated and the combination load distribution is constructed from these load 

pairs considering the extreme function i.e. the maximum load rule. If the 

convolution equation is used to combine the loads, the deviation of the 

combination load is fixed in a way the combination distribution crosses the 

crossing point of the partial distributions POUTANEN [7, 8]. In the dependent 

combination, the action of a new load in the combination is independent of 

other loads in the load combination. When the loads are combined 

dependently in the actual structural design, the design values of the partial 

loads are added up as such without any reductions, combination factors etc. 

and without any load losing.  

The semi-dependent combination is an imprecise abstraction. Several semi-

dependent combination methods exist, e.g. Turkstra’s method, TURKSTRA 

[11], where one load has a constant value and the other load has a random 

value. The semi-dependent combination should lie between the dependent and 

independent combination. This is normally true at least at high fractiles1. In 

the current codes the semi-dependent combination is carried out by Turkstra’s 

load combination model TURKSTRA [11] to combine variable loads. In the 

actual code two loads are added up with a combination factor 0 in the lesser 

load. Turkstra’s load combination model is approximate. This combination is 
 

 

1 Turkstra’s combination load depends on how the constant value is defined. It is normally the mean value 

(or approximately the mean value) when Tukstra’s combination is less than the independent combination 

load and also less that the dependent combination load (as the dependent combination load is the highest 

one). 
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a discontinuous1 function of partial loads and it does not include two relevant 

concepts in the load combination: the load duration and the simultaneity. 

Turkstra’s load combination includes a load losing. 

In the independent combination, the loads are combined randomly e.g. by 

using the convolution equation or by using Ferry Borges – Castanheta’s 

method, ISO 2394 [4], or by using the Monte Carlo simulation and two seed 

numbers without the extreme function i.e. the maximum load combination 

rule. In the independent combination, the action of the new combination load 

depends on the earlier loads in the combination2. The independent 

combination is often applied in the combination of the permanent and the 

variable load and to define the material safety factor M. A part of the load, ca 

0...10 %, vanishes in this combination and therefore the safety factor M 

includes a reduction factor of ca 0.9...1.  

In the semi-dependent and in the independent combinations, each new load in 

the combination decreases the total safety factor. If the number of loads is 

infinite, there is no safety and the total load is the sum of the mean partial 

loads.  

The current terms dependent and independent combination are misleading as 

in the independent combination the partial loads may be independent or 

dependent but the combination load is dependent of the partial loads and in 

the dependent combination vice versa. Therefore it would be clearer to use 

other terms. The independent combination may be called “indefinite” or 

“random” summation. Correspondingly, the dependent combination may be 

called “definite” or “accumulation” summation.  

1.3 Load combination in current codes 

Loads are combined in the current codes in three ways: 

 Permanent loads are always combined dependently.  

 A permanent and a variable load are combined in the failure state 

sometimes dependently and sometimes independently but in the 

serviceability state always dependently.  
 

 

1 The actual load is the function of the load ratio F( ), it is continuous but its derivative dF( )/d  is 

discontinuous.  

2 This is a clear argument that the independent load combination is wrong. It is impossible, for instance, that 

the effect of the snow load on a roof would depend on the permanent load of the roof and the effect was 

different on a light and a heavy roof.  
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 Two variable loads are always combined semi-dependently if these 

loads are the first and the second variable load in the load combination, 

but always dependently if the loads are third, fourth etc. load in the load 

combination. 

EUROCODE [1] includes three options to combine the permanent and the 

variable load, 6.10, 6.10a,b and 6.10a,mod. The first one is dependent and the 

others are independent. Finnish Eurocode is based on 6.10a,mod.  

1.4 Contradictions in current codes 

The basis of the current load combination theory is questionable as three 

contradicting combination methods exist and these methods are applied 

inconsistently: 

 The permanent G and the variable Q load are usually considered 

independent but they are independent only during one year and 

virtually fully correlated and dependent during the service time of a 

structure, 50 years1.  

 Permanent loads are independent and according to the current load 

combination hypotheses, these loads should be combined 

independently but they are always combined dependently. Permanent 

loads cannot be combined independently as the outcome was 

unrealistic.  

 Eurocode includes three load combination rules 6.10, 6.10a,b and 

6.10a,mod. The first one is dependent, and the others independent. The 

code writer cannot give a clear directive about the load combination. 

 In the current codes, permanent and variable loads are combined in the 

failure state sometimes dependently and sometimes independently but 

in the serviceability state always dependently. It is evident that the 

loads must be combined consistently in the same way in all cases.  

 Variable loads are combined semi-dependently if the loads are the first 

and the second load in the load combination but thereafter the loads are 

combined always dependently.  

 

 

1 All Q-load values below fractile 0.98 occur during 50 years. Whichever the G-load is below the fractile 

0.98 there is a Q-load at the same fractile. 
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2 Arguments for dependent load combination  

Next nine arguments are presented that the structural loads must be combined 

dependently. 

2.1 Extreme function, rule of maximum load combination 

In the structural design the load distributions denote the extreme load values 

of a specific probability at a selected reference time. Consequently, the load 

combination must also consist of the extreme values of the combination loads. 

When the loads are combined independently, the load distribution is the sum 

of the extremes when the maximum load rule is ignored but it must be the 

extreme of the extremes when the maximum load rule is considered. This is 

the key error of the independent combination demonstrated by combining 

loads G and Q in Figure 1.  

 

 

 

 

 

 

Figure 1. Illustration of the independent and the dependent load combination of loads G 

and Q. The loads can be combined by processing several random loads pairs and the 

combination load is constructed from these loads pairs by considering the extreme function 

i.e. the maximum load rule with the highest loads combined first, then the next highest etc. 

In this combination, the loads are combined dependently i.e. the loads of the same fractiles 

of the partial loads are added up to obtain the load of the related fractile value of the 

combination load. 

The independent combination applies to one random load pair only. However, 

the combination of structural loads always applies to many loads. The load 

distribution is fixed to one-year loads only but the design must cover all loads 

during the working time, normally 50 years. When several adjacent roof 

girders are designed, it is not sufficient to consider loads in one girder only 

but in all girders in the roof. Thus, the load combination always applies to a 

load G             load Q load G             load Q 

Dependent combination 

gi1, qj1; gi2, qj2;… gin, qjn    

random load pairs 

summation by the extreme function 

Independent combination 

gi1, qj1; gi2, qj2;… gin, qjn   

random load pairs 

summation by the occurrence 

probability 
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group of loads, thus the maximum load combination and the dependent 

combination must be employed.  

2.2 Common sense reasoning 

The dependent combination can be deduced by common sense reasoning: 

Assume a material (or a structure) has the survival probability S and the 

resistance 1 for the permanent load G alone and the variable load Q load 

alone. Now, if the material is loaded by 0.5G and 0.5Q and the loads are 

combined independently, the material has the resistance of ca 1.11 and if 

combined dependently, it is 1. The independent combination is unrealistic. It 

is impossible that the effect of one load decreases if the other load is present. 

The reason for the high resistance, if the loads are combined independently, is 

the load losing. 

2.3 Equality equation 

The basic design equation of the structural design with the permanent load G, 

the variable load Q and the material property M is 

(1) 

If we apply an equality equation, a definite dependence and correlation exists 

between the distributions G, Q as the material property M is constant 

regarding the loads. G and Q have a full negative correlation. When one load 

is increased the other decreases correspondingly. Due to this correlation the 

loads G and Q must be combined dependently regardless of whether they are 

independent or dependent otherwise.  

2.4 Linearity, Hook’s law 

Hook’s law directs one basic rule in the structural design, linearity: when a 

load has a certain effect at one load level, the same effect occurs by the same 

load at any other load level. The independent load combination is in contrast 

with the Hook’s law and the linearity:  

One realization of the independent load combination is the combination rule 

6.10a,mod of Eurocode. In this load combination with low permanent load 

when the variable load increases no effect occurs.  

 
 

1 In Eurocode more precisely 1.0646, VG,normal = 0.09147, VQ,gumbel = 0.4,  = 3.826, combination rule 6.10. 

G G Q Q
M

M
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The independent combination theory contradicts the linearity and the Hook’s 

law in the same way: Assume the loads G and Q act in a tension bar, 

A = 1000 mm
2
, the target reliability is 0.98 and the distribution functions are 

normal. Table 1 includes 5 load cases. We see in Table 1 and the load case 5 

with the independent combination that ca 10 % load vanishes; the linearity 

and Hook’s law are not valid.  

Table 1. Five load cases of the permanent G and the variable Q load. The load case 5 

shows that the independent combination results in a load losing of ca 10 %, the 

linearity and the Hook’s law are not valid. 

load 

case 

load [kN] stress [N/mm
2
] 

G Q depend. independ. 

1 1 0 1 1 

2 0 1 1 1 

3 0.2 0 0.2 0.2 

4 0 0.2 0.2 0.2 

5 0.2 0.2 0.4 0.37 

We can put this example to another form: Assume the permanent load is 1 kN 

and the variable load 1 kN, too. It is evident that the stress on the bar is 1 

N/mm
2 

when the loads act alone. It is also obvious that the stress is 2 N/mm
2
 

when the loads act together. However, if the loads are combined 

independently the stress is ca 1.8 N/mm
2
. The independent combination is 

wrong. It is impossible that the effect of one load decreases if another load is 

present.   

2.5 Load losing 

The independent load combination results in a load losing. We see in Table 1 

and load case 5 that ca 10 % of the combination load vanishes. In the current 

codes the material safety factors are sometimes calculated by combining the 

loads independently which results in up to 10 % too low safety factors for this 

reason.  

The semi-dependent load combination by Turkstra [11] results in a load 

losing, too.  

2.6 Rule of maximum load combination 

One basic rule of the structural design is that the loads must be combined to 

obtain the maximum load. According to this rule, all loads should be 

combined dependently as the dependent combination results in the highest 
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load. This rule is valid and must always be obeyed. In the current theory, this 

rule is sometimes ignored as the independent loads are wrongly considered 

demanding the independent load combination. 

2.7 Imposed loads 

Imposed loads on the floors of a multi storey house are different from other 

loads as they are proportions of another load, the total imposed load in the 

house. Therefore the imposed loads on the floors are correlated and must be 

combined dependently. 

2.8 Permanent loads 

Permanent loads are independent but combined in all codes always 

dependently i.e. correctly contrary to the current load combination theory. 

Permanent loads cannot be combined independently as the result was 

unrealistic. The safety would vanish in case of many loads.  

2.9  Many loads 

If loads are combined independently or semi-dependently, each new load in 

the combination decreases the total safety. In case of many loads, e.g. 

permanent or imposed loads of a multi storey house, the safety vanishes, 

which is unrealistic.  

3 Combination of variable loads 

The combination of variable loads A and B is like the combination of the 

permanent and the variable loads G and Q, POUTANEN [9]. The distribution of 

one load is converted to the active time of this load when it becomes 

analogous to the permanent load. The distribution conversion induces a 

combination factor 0. This load and the other variable load are combined 

dependently without any further combination factors or reductions which 

would induce a load losing. The loads A and B may have different active 

times; therefore each load must be converted in turn to its active time and the 

greater load combination is selected.  



Poutanen: Dependent load combination  

56 

4 Consequences 

Material safety factors G of current Eurocode are presented In Figure 2 with 

loads combined independently and dependently according to the combination 

rule 6.10, G, normal = 1.35, Q, Gumbel = 1. 5.  = 3.286. 

 

 

 

 

 

 

 

Figure 2. Material factors M of Eurocode,  = 3.8261, G= 1.35, Q= 1.5 as the function of 

the load ratio  (Q/G+Q, permanent load G only  = 0, variable load Q only  = 1), left 

Figure. Red solid line VM = 0.3 (sawn timber); blue dashed line VM = 0.2 (glue lam); black 

dash-dotted line VM = 0.1 (steel). The dotted lines denote to the corresponding independent 

load combination. The right Figure denotes to M according to a corresponding design 

value code G = Q = 1.  

We see in Figure 2 that the independent and the dependent safety factors are 

the same if these loads act alone. The dependent material safety factor M is 

approximately a linear interpolation of the partial loads. On the other hand, 

the independent combination has a downward bow from the linear 

interpolation and results in ca. 10 % less safety factor at  = 0.3...0.5 in 

comparison with the safety factors of the dependent combination. The design 

outcome was precisely equal if the partial safety factor design G = 1.35, 

Q = 1.5 and material factors M of the left Figure or the design value method 

design G = Q = 1 and material factors M of the right Figure were used 

regardless whether the loads are combined independently or dependently. For 

example, when  = 0.8 and VM = 0.2 i.e. glue lam, the dependent and the 

independent material factor M in the partial load factor method, left Figure, 

are 1.09 and 1.05, consequently, the total safety factors are correspondingly 

 
 

1 This reliability approximately corresponds to actual material safety factors, but is less than one-year 

reliability recommended in Eurocode 1 = 4.7, thus the safety factors G for 1 = 4.7 are higher. 
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GQ1
.

M, 1.62 and 1.54 which are equal to the total safety factors of the design 

value method, right Figure. However, in the actual design minor variations 

occur as the current codes do not include the concrete material safety factors 

M but these factors are approximated but constants i.e. the curved and 

inclined lines are horizontal lines.  

The dependent load combination in the actual design are summarized as 

follows: 

 The combination rules including two permanent load factors e.g. the rules 6.10a,b 

and 6.10a,mod of Eurocode are induced from the independent load combination 

and these combination rules should be deleted. 

 The total safety factor calculated from G and Q loads t = ( G, Q, M) is up to 

10 % too low, if the permanent and the variable load is combined independently. 

The safety factors of the current codes are normally higher than the target safety 

factors and the actual error is less. However, in some cases this error has its full 

effect.  

 Two variable loads are currently combined semi-dependently, which results in up to 

ca 30 % too low combination factors 0 POUTANEN [9].  

The combination factor 0 for the snow load is currently 0.5...0.7 but should be 

adjusted according to the duration of the snow load: one week 0 ≈ 0.75; one moth 

0 ≈ 0.85 and two moths, 0 ≈ 0.90. As this factor is close to unity a feasible 

approximation is to set it at unity, 0 = 1.  

The combination factor 0 of a short duration load e.g. imposed load and wind load 

combined with each other or with snow (except imposed load – imposed load) 

depends on the duration of the load: one minute, 0 ≈ 0.55; 10 minutes, 0 ≈ 0.6; 

ten hours, 0 ≈ 0.65; one day, 0 ≈ 0.7 and one week, 0 ≈ 0.75, POUTANEN [9].  

The current imposed load factor is 0 = 0.7 but it should be 1. The reason is that the 

imposed loads on floors are dependent and proportions of the whole imposed load 

of the house2.  

 The unsafe error of the reliability model due to the independent and the semi-

dependent load combination is up to ca 15 % in two loads and up to ca 20 % in 

three loads. The unsafe error of the actual code is less, up to ca 15 %, as the safety 

factors are often selected higher than obtained from the independent and semi-

dependant calculation. 

The dependent combination affects on the safety and the combination factors 

only, not the design equations and the design processes.  

 
 

1 GQ = 0.2
.
1.35 + 0.8

.
1.5 = 1.470 

2 The characteristic imposed loads in current codes are high enough to compensate the 0 error. 
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The dependent load combination results in a partial safety factor code with 

one permanent load factor e.g. combination rule 6.10 of Eurocode or a unity 

load factor code G = Q = 1. A partial safety factor code including one 

permanent load factor can always be converted in a unity load factor code 

G = Q = 1 with an equal reliability and equal design outcome. This change 

does not affect the current limit state design concept. Thus the option 

G = Q = 1 is attractive as it simplifies the code and decreases the calculation 

work. If we set G = Q = 1 with M semi-variable in variable G-Q-loads 

(constant in normal load cases), such code has far better reliability accuracy 

with less calculation work than any current code, G ≠ Q ≠ 1, constant M. 

5 Conclusions 

Structural loads must be combined dependently. It is the consistent and the 

universal load combination in all cases:  

 The permanent loads with each other G – G and the permanent load and the 

variable load G – Q are combined dependently as such i.e. without combination or 

reduction factors which would induce a load losing.  

 The variable loads Q – Q are combined dependently, too after the distributions are 

altered in a way the loads are simultaneous i.e. they are active with each other at the 

same time. The distribution alteration induces a combination factor 0.  

 If variable loads are proportions of another load (e.g. imposed loads of a multi 

storey house), they are combined dependently i.e. without a combination factor, 

0 = 1. 

 The maximum load combination rule, the equality equation, Hook’s law, the 

linearity and the load losing demand the dependent load combination. 

 A good option is to set G = Q = 1 and semi-variable M. This setting results in 

much better reliability accuracy than in current codes with less calculation work 

and simpler code. 

 The current terms dependent and independent combination are misleading. It would 

be clearer to use terms “accumulation” or “definite” summation and “random” or 

“indefinite” summation. 

 The accumulation summation of loads is reliable, it is simple and the required 

design work is little.  
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Abstract: This work is concerned with the explicit treatment of progressive 

collapse resistance within the process of structural design optimization under 

uncertainty. Progressive collapse resistance is associated with the damage tol-

erance of a structural system and controls the ability of the system to sustain 

local damage (e.g. loss of a structural component) by minimizing the potential 

of triggering system failure (progressive partial/full collapse). The present 

work focuses on the reliability-based optimum design of damage-tolerant elas-

toplastic steel frames with correlated random member properties. For this pur-

pose, additional reliability constraints concerning the structure with artificial 

local damage are incorporated into the Reliability-Based Design Optimization 

(RBDO) formulation, which –in its classical form– takes only one reliability 

constraint associated with the intact (non-damaged) structure into account and 

aims in minimizing structural cost (or material volume/weight). The direct 

Monte Carlo simulation procedure is employed to perform structural reliability 

analyses, while a specialized heuristic random number generator is used to 

sample from multivariate probability distributions with their marginals being 

the distributions of the arbitrarily distributed and intercorrelated random mem-

ber properties. The resulting RBDO approach, which is implemented using a 

discrete Simulated Annealing optimizer, is capable of producing cost-effective 

designs for elastoplastic frames with acceptable system damage tolerance. 

1 Introduction 

Reliability-Based Design Optimization (RBDO) is the most common ap-

proach applied to structural design optimization problems taking into account 

uncertainties in material properties, geometric parameters, loads etc. The op-

timization process aims in detecting the optimum design by minimizing the 

weight or cost of a structure subject to constraints ensuring adequate perfor-

mance for the structural members and/or the overall system. In RBDO, typi-

cally one structural reliability constraint is incorporated by pre-specifying the 
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maximum allowable failure probability of the structure for the finally 

achieved design. 

The present work is concerned with the reliability-based optimum design of 

elastoplastic steel frames, which consist of members with correlated random 

structural properties. In the framework of the implemented RBDO process, 

the reliability constraint is imposed by adopting a maximum allowable col-

lapse probability of the elastoplastic frame designed. 

In addition to the above reliability constraint focusing on the system re-

sistance of an intact (non-damaged) frame, additional probabilistic design re-

quirements on the system resistance of the frame suffering artificial local 

damage are considered. The term ‘artificial local damage’ is used to refer to a 

scenario of local structural failure, which may trigger progressive collapse of 

the structure. Insensitivity to such local failures is an important property of 

the structure, which can be considered during the design process. In this work, 

additional constraints are included in the RBDO procedure, in order to control 

the reliability (i.e. the non-collapse probability) of the structure under any as-

sumed damage scenario(s). A method based on the notional removal of key-

members of a frame is used to define local damage scenarios in an effort to 

direct the optimizer towards identifying a structural design, which provides 

adequate alternate load paths (and therefore sufficient structural reliability) 

when local failure occurs in the structure. 

Structural reliability analyses are conducted in this paper with the direct Mon-

te Carlo (MC) simulation procedure combined with the Response Surface 

method. A specialized random number generation procedure is utilized to 

handle the task of sampling from a multivariate probability distribution with 

arbitrarily distributed and intercorrelated marginals, in order to obtain the 

random realizations required to perform MC simulations. A discrete Simulat-

ed Annealing (SA) optimizer is employed to handle the RBDO problem for 

the steel frames considered. The numerical results obtained for a test example 

demonstrate the effectiveness and significance of the proposed optimization 

approach. 

2 Structural reliability analysis 

This section describes the approach employed in the present work to conduct 

structural reliability analysis, i.e. to estimate the probability of partial/full col-

lapse (failure probability) of an elastoplastic steel frame. 
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2.1 Direct Monte Carlo (MC) simulation 

The direct MC simulation method, which is utilized in this paper, is the most 

well-known approach for handling structural reliability problems [6]. Based 

on samples simulated following the joint probability density function of the 

random variables of the problem at hand, the failure probability is simply es-

timated as the expectation of an indicator function denoting structural failure 

or non-failure. Direct MC simulation is a general method that is applicable to 

any structural problem, for which a deterministic solver can be invoked, in 

order to determine output samples for the response quantities of interest by 

performing a deterministic structural analysis for each MC simulation. 

The convergence rate of the MC simulation procedure is independent of the 

number of random variables considered, their distribution functions and their 

intercorrelations. Therefore, this procedure seems to be suitable for reliability 

calculations with several arbitrarily distributed and intercorrelated random 

variables, as is the case in the present work. On the other hand, the conver-

gence rate depends on the value of the failure probability to be calculated and 

the number of simulations to be performed. As a consequence, low failure 

probabilities can be estimated with acceptable accuracy only by conducting 

rather large numbers of simulations, which is a computationally very demand-

ing task, especially when it has to be repeatedly executed in the framework of 

the RBDO process. 

In order to alleviate the aforementioned high computational workload, deter-

ministic structural analysis results are approximated by employing the Re-

sponse Surface (RS) method. The deterministic solver utilized in this paper 

calculates the collapse load factor of the structure under consideration by exe-

cuting a limit elastoplastic frame analysis [15]. Hence, using this solver, a 

small number of deterministic limit elastoplastic analyses are conducted for 

the structure, in order to produce data points for the regression calculations 

required to determine unknown coefficients involved in the RS function. 

Then, the collapse load factor of the structure is conveniently and inexpen-

sively estimated at each MC simulation by evaluating a simple RS expression 

instead of performing a time consuming limit elastoplastic frame analysis. 

2.2 Multivariate Random Number Generation (RNG) 

For the elastoplastic steel frames considered in the present work, correlations 

are assumed among random yield strengths at different structural components. 

These statistical dependences among material properties of different steel 

members depend on the way these members are constructed at site or manu-
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factured at a factory, the sources of their raw materials, the countries/regions 

the members and/or the raw materials are taken from, etc. For example, high 

correlations may arise among material properties of members of similar ge-

ometries taken from the same lot. On the other hand, lower correlation de-

grees are expected among material properties of members obtained from 

different manufacturers in various geographical regions, who make use of dif-

ferent fabrication and quality control processes and have quite different raw 

material sources. Such correlations among random structural properties typi-

cally have a severe effect on the results of structural reliability analyses [4]. 

Following the above discussion, the random yield strengths of the members of 

a steel frame are assumed to jointly follow a multivariate probability distribu-

tion. Each marginal of the multivariate distribution is associated with the 

probability distribution of the random material property of a member or a 

group of members of the frame. The statistical dependences among the ran-

dom member properties are specified in the correlation matrix of the multivar-

iate distribution. Thus, in the framework of the MC simulation procedure, we 

are confronted with the task of generating random numbers by sampling from 

the arbitrarily distributed and intercorrelated marginals of a multivariate dis-

tribution. 

This multivariate RNG task is effectively handled with the heuristic approach 

proposed by CHARMPIS and PANTELI [5]. According to this approach, which is 

schematically illustrated in Fig.1, a specialized two-step sampling procedure 

is followed: 

 

Univariate
RNG

Univariate
RNG

Univariate
RNG

Simulated annealing
(rearrange r2)

Simulated annealing
(rearrange r3)

r1

r2

r3

r1 r2

r1 r2 r3

 

Figure 1. Illustration of the utilized heuristic approach for multivariate RNG (example for a 

3-variate distribution). 
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1. First a univariate random sample is independently generated from each 

specified member property’s distribution (i.e. from each marginal prob-

ability distribution) – e.g. see the generated univariate random samples 

r1,r2,r3 in Fig. 1. Any specified statistical dependences are not taken in-

to account yet, therefore zero-correlations are typically obtained among 

the marginals of the multivariate random sample produced in this first 

step. 

2. The univariate random samples of the first step are appropriately rear-

ranged by a discrete Simulated Annealing (SA) optimization algorithm, 

in order to induce the desired correlations among the marginals of the 

generated multivariate sample – e.g. see the finally obtained correlated 

multivariate random sample [r1  r2  r3] in Fig. 1. The SA optimizer is 

invoked to rearrange the generated univariate samples one after the 

other (only the first univariate sample r1 is left unchanged): the margin-

al sample ri is rearranged to become appropriately correlated with 

r1,r2,...,ri-1 before processing the next sample (ri+1). The random num-

bers generated for the univariate samples in the first step are not altered 

by the SA procedure, only the positions of these numbers within each 

univariate sample vector are changed until reaching the required corre-

lation structure. The correlation accuracy attained is monitored through 

the objective function minimized by the SA algorithm, which is an er-

ror index measuring the difference between the target and achieved cor-

relations. 

The above multivariate RNG procedure is distribution-free, as it allows us to 

handle actually any type of marginal distribution, for which a corresponding 

univariate random number generator is available. Moreover, the SA optimizer 

can induce any values and patterns of target correlations. The details of this 

generally applicable heuristic multivariate RNG approach can be found in [5]. 

3 Gaining progressive collapse resistance through alternate load 

paths 

Treating the progressive collapse resistance of a structure during the design 

phase is generally not a straightforward task. Although the importance of this 

task is recognized by many design engineers and there are already design 

guidelines (e.g. [8,7]) and even codes (e.g. [12]) that include provi-

sions/requirements associated with progressive collapse resistance, it is not 

clear how to enhance the quality of structural designs, in order to achieve im-

proved tolerance against local damage. 
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The requirement for progressive collapse resistance is handled in the present 

work by applying the alternate path method. According to this method, the 

designer aims in specifying a structural design that, in the event of local fail-

ure (e.g. loss of certain columns and/or beams of a building), allows the redis-

tribution of the loads acting on the damaged structure, in order to be safely 

transferred to the ground through alternate load paths employing the remain-

ing undamaged members. In order to achieve such structural designs, the de-

signer can consider an artificial local failure caused by the notional removal 

of certain column(s) [8,7]. The response of the artificially damaged structure 

may then be assessed, in order to determine the remaining structural re-

sistance capabilities of the structure, which is required to be able to withstand 

certain actions that may arise after the occurrence of local damage. 

In order to enhance the collapse resistance of the artificially damaged struc-

ture, its structural members need to be adequately strengthened, because they 

will have to carry additional loads in the event of column(s) loss. A straight-

forward implementation of the alternate path method is to create a ‘bridge’ 

over the damaged region by strengthening respective beams (over the dam-

aged region) and columns (beside and below the damaged region). Then, an 

obvious disadvantage of this approach is that it results in a local type of 

strengthening, since it is directly linked to a particular failure scenario. Clear-

ly, in the event of a column loss at a storey-level that is higher than that of the 

‘bridge’ formed, the bridge will practically have no effect on the collapse re-

sistance of the structure given the particular local failure. 

The aim of the present work is to investigate the application of the alternate 

path method in a way that progressive collapse requirements are satisfied with 

minimum additional cost. Through the proposed RBDO implementation it is 

possible to ‘discover’ how to meet such requirements in an optimal way by 

learning from optimization results. 

4 Reliability-Based Design Optimization (RBDO) 

Structural design optimization is typically formulated as a single-objective 

optimization task aiming at the minimization of the cost (or material vol-

ume/weight) of the structure considered. In RBDO, structural reliability (i.e. 

failure probability) is explicitly taken into account through a related con-

straint. The RBDO formulation considered in the present work is as follows: 

 minimize C(d) 

 subject to Pf (d) ≤ Pf,max 
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  di  D,  i=1,…,nd (1) 

In the above formulation, d is the vector of design variables di (i=1,2,…,nd), 

which may take values only from a given set D representing the available de-

sign options (D is often referred to as the ‘design space’), while C(d) denotes 

the objective function to be minimized (i.e. the structural cost or material vol-

ume/weight). Pf (d) is the structural failure probability expressed as a function 

of the design variables and Pf,max is the maximum allowable failure probabil-

ity. Thus, RBDO aims in gaining control over output tail probabilities, which 

are directly associated with structural failure states and their probability to 

happen. RBDO remains an active research topic and various related ap-

proaches can be found in the literature (e.g. [11,10,1,2,14,16]). 

Most efforts addressing progressive collapse resistance at the design stage of 

a structural system have not been implemented in the framework of a struc-

tural optimization procedure [13,12,3]. Recently, an approach has been pro-

posed to incorporate a deterministic requirement on progressive collapse 

resistance in the design optimization process [9]. In the present work, the pro-

gressive collapse resistance requirement is probabilistic and is simply added 

to the RBDO formulation (1) as one more reliability constraint: 

 minimize C(d) 

 subject to Pf (d) ≤ Pf,max 

  Pfd (d) ≤ Pfd,max 

  di  D,  i=1,…,nd (2) 

In this new formulation, Pfd (d) is the structural failure probability given a par-

ticular damage scenario (i.e. the failure probability of the structure with cer-

tain column(s) removed) and Pfd,max is the maximum allowable failure 

probability for the damaged structure. The two constraints of formulation (2) 

ensure that the design yielded by the optimizer has acceptable collapse re-

sistance both when the structure is intact and when it is (artificially) damaged. 

Additional reliability constraints corresponding to other damage scenarios can 

be optionally appended to formulation (2). 

The failure probability of an elastoplastic frame is calculated as the probabil-

ity that the carrying capacity (collapse resistance) of the structure is lower 

than a pre-selected threshold. For an intact frame in particular, we evaluate 

the probability that the collapse load factor αc of the structure is lower than 

some critical value αc,cr, i.e. failure (collapse) of the structure is assumed when 

αc<αc,cr: Pf =P(αc<αc,cr). Similarly, for a damaged frame, we evaluate the prob-

ability that the collapse load factor αcd of the damaged structure is lower than 
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some other critical value αcd,cr, i.e. failure (collapse) of the damaged structure 

is assumed when αcd<αcd,cr: Pfd =P(αcd<αcd,cr). The failure probabilities Pf and 

Pfd are computed by applying the direct MC simulation procedure (once for 

each of the two probabilities) for any design d. The designer’s demands for 

collapse resistance (Pf) and progressive collapse resistance (Pfd) of a structural 

system are imposed and controlled through the user-specified parameters αc,cr 

and αcd,cr, respectively. 

Problems of the form (1) or (2) can be handled with the use of optimization 

algorithms, which are invoked to automatically explore the design space, in 

order to detect the minimum-cost design that satisfies the imposed constraints. 

The objective and constraints of this optimization problem are generally non-

linear functions of the design variables and need to be evaluated for any can-

didate optimum design considered by the optimizer. Each design variable 

corresponds to the cross-sectional shape and dimensions of a structural com-

ponent or group of structural components. This sizing optimization problem is 

effectively handled in the present work with a discrete Simulated Annealing 

optimization algorithm. 

5 Numerical example 

The test example used to examine the presented RBDO approach is the 3-

storey multi-bay elastoplastic steel frame of Fig. 2. The frame consists of 27 

members and is subjected to three deterministic concentrated loads, which are 

variable for the purpose of limit load elastoplastic analysis (parameter α in 

Fig. 2 is the load factor). 

All members of the frame have random yield strengths σy following a lognor-

mal distribution with mean value 250MPa and standard deviation 25MPa. A 

Random Variables (RVs) configuration is defined by dividing the members of 

the frame into 12 groups, as shown in Fig. 2: 9 groups for columns (groups 

1,2,...,9) and 3 groups for beams (groups 10,11,12). One RV is associated 

with each of these groups, thus totally 12 RVs are assigned. Hence, the mem-

bers of each group have their own common σy-value at each MC simulation. 

A 12×12 target correlation matrix c
*
 is specified to model the statistical de-

pendences among RVs. The j-th row/column of c
*
 is associated with the RV 

of the j-th members-group of Fig. 2. The terms  (k,l=1,2,…,12) of the target 

correlation matrix are given as: 
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Figure 2. Test example: the intact 3-storey multi-bay frame (applied loads are in kN). 

 

 

To justify this correlation pattern, it is assumed that the members of a group 

(all of the same geometry) are taken from the same lot, therefore it is reasona-

ble for all these members to share a common σy-value at each MC simulation. 

The correlation values in c
*
 model the statistical dependences among the RVs 

of the member groups. For example, a high correlation value could refer to 

two groups with members of similar geometries fabricated from a single 

manufacturer using the same raw materials; a low correlation value could 

arise when the structural members of the groups are taken from manufacturers 

residing at different countries/regions; intermediate correlation values (e.g. of 

the order of 0.7) could be assigned if the structural members of the groups are 

purchased from the same manufacturer but are of different geometries and/or 

are not made of the same raw materials (e.g. because the members have been 

fabricated at various periods of time using different raw material sources). In 

the c
*
-matrix specified above, high degrees of statistical dependence between 

the 9 column-groups are assumed, therefore coefficients equal to 0.9 are 

adopted. Beam-groups are treated similarly: prescribed correlation coeffi-

cients equal to 0.9 denote strong statistical interdependences among the RVs 

of beam properties. The prescribed correlation coefficients equal to 0.7 imply 

weaker (but still relatively strong) statistical dependences between the RVs of 

column and beam groups. 
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Each member group corresponds to one cross-sectional category of I-shape: 

standard HEB-sections are considered for columns and IPE-sections for 

beams. Thus, totally 12 design variables taking discrete values are defined for 

the optimized frame. The objective function employed in the design optimiza-

tion process is the total steel weight of the structural members of the frame. 

In the local damage scenario examined for this frame, the loss of a corner col-

umn at storey 1 is assumed. The ‘damaged’ frame, in which the aforemen-

tioned column is (artificially) removed, is illustrated in Fig. 3. The damaged 

frame has the same member properties, variable loads and support conditions 

with the non-damaged structure of Fig. 2. 

The RBDO results presented in this section are based on formulation (2) and 

have been obtained using the following values: 

 Pf,max=1.0E-3 and αc,cr=140 for the intact structure (Fig. 2) and 

 Pfd,max=1.0E-2 and αcd,cr=120 for the damaged structure (Fig. 3). 

 

 

Figure 3. Test example: the 3-storey multi-bay frame with artificial local damage (loss of a 

corner column). 

 

For this purpose, two multivariate samples have been generated for the 12 

correlated RVs, in order to obtain the random realizations required for the MC 

simulations performed for each candidate optimum design: 

 one multivariate sample with 11,100 random realizations for the case of 

Pf,max=1.0E-3 and 

 one multivariate sample with 1,100 random realizations for the case of 

Pfd,max=1.0E-2. 
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These numbers of random realizations have been specified, in order to attain a 

Coefficient Of Variation (COV) of 30% (an acceptable value usually adopted 

in MC simulation runs) when computing failure probabilities Pf =Pf,max and 

Pfd=Pfd,max, respectively. It is also noted that, using the heuristic multivariate 

RNG approach of subsection 2.2, 5-digit accuracy between target and 

achieved correlations has been ensured in the two multivariate random sam-

ples produced. The above numbers of random realizations are considered to 

be adequate for evaluating reliabilities for any candidate optimum design dur-

ing an RBDO run. E.g., if a failure probability Pf higher than Pf,max is to be 

evaluated, then the 11,100 random realizations will lead to a Pf -result with 

COV<30%, i.e. to a rather accurate Pf -estimation. On the other hand, if a 

probability Pf lower than Pf,max is to be evaluated, then the 11,100 random re-

alizations will lead to a Pf -estimation of poor accuracy (COV>30%); howev-

er, the information we need in the framework of the RBDO process is only 

whether Pf ≤Pf,max and not an accurate Pf -result; the lower the exact value of 

Pf is, the less probable it is that a false conclusion Pf >Pf,max will be reached. 

Based on the above, an RBDO run has been performed for the design of the 

steel frame according to formulation (2). The total steel weight of all structur-

al members of the finally achieved feasible design is 7,289kg. Fig. 4 depicts 

the optimal material allocation to the 12 member categories of the frame. 

According to the results reported, the optimizer introduces rather strong col-

umns at storey 1 and less strong columns at higher elevations. The internal 

columns of groups 2, 5 and 8 form the strongest vertical load paths to the 

ground, while the corner columns of groups 1, 4 and 7 are also strong, but not 

as much as the internal columns. Notice that strong columns of group 1 are 

chosen by the optimizer despite the fact that one of these is missing when as-

sessing the ‘damaged’ frame. The central columns 3, 6 and 9 are strong at sto-

reys 1 and 3 and relatively weak at storey 2. Having column 6 with lower 

strength than column 9, which is just above, is obviously an undesirable out-

come of the optimization process, which can be prohibited in a new RBDO 

run by appropriately controlling the way design variables take values. 
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Figure 4. Test example: Optimal material allocation to member groups (design variables) 

achieved by the RBDO process. 

 

Moreover, rather strong beams all over the height of the structure are selected 

by the RBDO procedure. Thus, the formation of a ‘bridge’ over the damaged 

region of the structure does not appear to be the choice of the optimizer. In-

stead, the optimizer invests substantial amount of material in the beams of all 

storeys, in order to horizontally link the vertical load paths formed by strong 

columns. The intention of the optimizer to activate the structural system 

against the damage effect (and not just the members at the neighbourhood of 

the damaged region) is evident. 
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6 Concluding remarks 

The aim of this work is to study the effect from the incorporation of collapse 

resistance requirements into the reliability-based design optimization process 

of elastoplastic steel frames. The resulting optimization approach is capable 

of producing cost-effective designs with acceptable structural system perfor-

mance under uncertainty. 

Inevitably, additional design requirements on system reliability against local 

failure will lead to increased structural cost due to the need for extra material 

volume/weight. This increase can be quantitatively explored with the present-

ed RBDO approach and the structural elements can be detected, which need 

extra material, in order to produce a damage-tolerant structural system. 

The results obtained for the test example considered indicate that require-

ments on reliability against local failure are satisfied in the most cost-effective 

way by globally activating the structure as a system instead of merely 

strengthening members at the neighbourhood of the damaged region. It is 

practically impossible to know a-priori the amount and allocation of addition-

al material, in order to optimally satisfy such requirements. Thus, it appears 

that an optimization procedure will have to be invoked to cost-effectively 

handle any new design problem, as its optimal solution depends on the struc-

tural system considered and its material/geometric properties, the loads acting 

on the structure, the demand on collapse resistance and damage tolerance, etc. 
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Abstract: Adhesively bonded joints are increasingly considered for structural 

applications in engineering. Because of the associated mechanical singularity, 

their dimensioning remains a challenge, especially if considering brittle ad-

herends. The influence of stress-reduction-methods on their strength was inves-

tigated herein: experimental and numerical investigations were carried out on 

two types of brittle adherends considering three different stress-reduction 

methods. Although numerical analyses showed that the stress peaks are re-

duced, the experimental evidence lacked the corresponding strength increase, 

despite intuition and common sense. A probabilistic strength prediction method 

subsequently applied explains most of the seemingly contradictory findings. 

The presented work allows for a better insight into the relation between stress-

reduction and strength increase of adhesively bonded joints, which is greatly 

affected by the brittleness of the adherends. 

1 Introduction  

Adhesively bonding represents a joining technique that is increasingly com-

peting with mechanical fasteners (bolts, rivets) and welding. Initially pushed 

by the aeronautical and automotive industries, adhesively bonding is gradual-

ly considered in civil engineering applications, especially in combination with 

fibrous and anisotropic materials as composites and timber. Since load trans-
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fer in adhesively bonded joints is characterized by sharp stress peaks they 

challenge the common civil engineer practice because of the almost exclusive 

focus on stress based design encountered in codes and standards, particularly 

if combined with brittle materials as composites and timber. This article aims 

to show how stress-based common sense is tricked out a relatively simple me-

chanical system in the case of adhesively bonded joints, where a series of in-

tuitive methods aimed to reduce the stress level fails to yield in the expected 

higher joint performance. 

Owing to the complexity of the mechanical system, adhesively bonded joints, 

are almost inaccessible to simple analytical analyses, unless considered at a 

very basis level, VOLKERSEN [1], GOLAND and REISSNER [2]. When it comes 

to the quantification of the influence of parameters that deviate from very 

strict idealizations [3–5], only numerical methods can be used. Finite Ele-

ments Analysis (FEA) is particularly suited to analyse complex joint geome-

tries; its use in the context of bonded joints goes back to Adams et al. [6–7] in 

the 1970's.  

All aforementioned studies, either analytical or numerical, indicate that the 

load transfer in bonded joints, including the double-lap-joints subsequently 

considered in this study, is characterized by sharp stress peaks that ultimately 

trigger failure and define joint strength. It is thus legitimate to expect that 

techniques to reduce these stress peaks will yield corresponding increases 

in joint strength, thus research has focused on tracking down the influence of 

stress-reduction-methods on the strength of bonded: three of the most intui-

tive techniques are described in the following. 

1.1 Fillets 

Adhesive spew fillets, in essence shaping the adhesive at the end of the over-

laps in order to ensure a smoother flow of stresses, have been investigated by 

several researchers: ADAMS and PEPIATT [6] on triangular spew fillet which 

reduces the maximal principal stress by around 40%, if compared to a config-

uration which does note exhibit this stress-reduction-method; ADAMS and 

HARRIS [7] on adhesively bonded joints proved that rounding the corners re-

moves the mechanical singularity point thus smoothing the stresses. Beyond 

these theoretical considerations, DORN and LIU [8] have also investigated the 

influence of fillets on the stresses in adhesively bonded joints composed of 

metallic and plastic adherends and also found a beneficial effect of these 

stress-reduction-methods regarding the magnitude of stresses. Later, TSAI and 
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MORTEN [9] numerically investigated the influence of triangular spews on the 

stress distribution of composite adherends, and also concluded that spews do 

reduce the magnitude of stresses. LANG and MALLICK [10] extended the con-

siderations on triangular spew fillets to other forms of fillets, and concluded 

that these relatively simple methods ensures a much smoother flow of stress-

es, which in turn reduces their magnitude. Recently, VALLÉE et al. [11], inves-

tigated adhesively bonded joints composed of composite adherends and 

epoxy, showed, using FEA, that both shear and out-of-plane stresses were 

significantly reduced at the end of the overlaps, when varying the radius of 

the adhesive rounding.  

1.2 Chamfers 

Considering the effect of tapering or chamfering the adherend ends, i.e. local-

ly reducing the bending stiffness, expectable stress reduction effects have 

been reported. ADAMS et al. [12], using numerical methods, have shown that 

tapering the metallic outer adherends greatly reduced the stresses; the result-

ing experimentally gathered joint strengths increased more than twofold. Sim-

ilar numerical results were obtained by HILDEBRAND [13] on single lap joints 

composed of composite and metallic adherends: the strengths should increase 

by 90 to 150%. The almost evident effect of tapering/chamfering on the re-

duction of stresses at the end of the overlaps of bonded joints was subsequent-

ly, mostly numerically, confirmed by other researchers [14-17]. DA SILVA et 

al. [18] rightfully stated that FEA is a convenient technique to find the opti-

mum adherend shape, although he did not define if the optimization target is 

the stress reduction or the resulting joint strength. 

1.3 Graded adhesive layer 

Another repeatedly reported intuitive method to reduce the stress peaks at the 

ends of the overlaps is to grade the adhesive layer, i.e. using adhesives of dif-

ferent stiffnesses (subsequently defined as adhesive grading, although the 

term mixed adhesive joints is also used [18]). The idea is to associate strain 

peaks towards the end of the overlap to lower adhesive stiffness, while the 

less stressed inner part is associated to a stiffer adhesive. The objective is to 

achieve a more even stress distribution, and consequently expect higher joint 

strengths. The concept can be traced back to the 1970’s [19-21] and is still 

pursued today [22-24].  
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1.4 Caveats 

When reviewing these works, two important caveats have to be made: firstly, 

numerical investigations usually point out the stress reduction effect of adhe-

sive grading and suggest or conclude that there ought to be a beneficial out-

come for the strength issue; secondly, experimental validation has been, in 

most of the cases, performed on metallic adherends which does not exhibit 

significant brittleness. Unlike the case of metallic adherends, for which there 

is explicit experimental evidence that stress reductions translate in strength 

increase, the situation for bonded joints involving brittle adherends has not yet 

received much attention.  

This is, for a great part, due to the fact that joints strength prediction methods 

involving brittle adherends were just recently formulated, namely for Fibre 

Reinforced Polymers [25] and for Timber [26]. In both cases, experimental 

and numerical evidence lead to the conclusion that the strength of adhesively 

bonded joints it is best described using a probabilistic approach based on a 

WEIBULL description of the material resistance coupled with the consideration 

of size-effects. 

2 Experimental investigations 

2.1 Specimen description 

Symmetrical double-lap joints with rectangular sections were fabricated. The 

joints consisted of two outer and two inner adherends, either FRP or timber, 

connected by a layer of adhesive. The inner profiles were always twice as 

thick as the outer ones to keep the cumulative cross-section constant.  

The effect of three of the stress-reduction-methods listed in the introduction, 

namely adhesive roundings, chamfering and adhesive grading; the respective 

temps being defined in the introduction. Five different combinations of mate-

rials and stress-reduction-methods were investigated, the corresponding ex-

perimental series are subsequently labelled S1–S5, and defined further in the 

text, and for which Fig. 1 details the used nomenclature. 
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Figure 1. Nomenclature used for the bonded double lap joints and the stress-reduction-

methods (not to scale.) 

2.2 Material properties and specimen geometry 

In the frame of the investigations reported herein, three different cold-curing 

two-component adhesives were used: a stiff and brittle epoxy adhesive, Si-

kaDur330, not exhibiting any kind of plastic behaviour; a polyurethane exhib-

iting some level of plasticity, SikaForce7851; and finally a very soft acrylic 

adhesive exhibiting major plasticity, SikaFast5221. All three adhesives were 

experimentally characterized in tension according to EN ISO 527-2 [27]: 

Fig. 2, which represents the stress-strain relationship in tension of the three 

adhesives best emphases these fundamentally different adhesives; Table 1 

lists all the relevant mechanical parameters, as they will be used in the further 

numerical modelling. 

 

Figure 2. Idealized mechanical description in tension of the adhesives used. 
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Table 1. Material properties. 

Material 
Ex  

[GPa] 

Ey = Ez  

[GPa] 
xz  

[–] 
yz  

[–] 

f1  

[MPa] 

f2 = f3 

[MPa] 

f12  

[MPa] 

FRP  32.5 3.5 0.3 0.09
a
 325.4 8.1 20.4 

Timber  17.9 1.1 0.4 0.04
a
 98.2 4.5 16.5 

SikaDur330 4.56
 b
 0.37 39.0 □

d 

SikaForce7851 0.58
 b 

 0.42 25.3
c
 □

d 

SikaFast5221 0.14
 b
 0.40 11.8

 c
 □

d 

a
: assumed according to literature; 

b
: isotropic; 

c
: beyond elastic limit; 

d
: not determined 

Pultruded Fibre Reinforced Polymer profiles, subsequently referred to as 

FRP, were used. The elastic properties of the profiles, listed in Table 1, were 

determined through full-scale tensile tests, in which the profiles presented an 

almost linear behaviour up to failure. The strength of the FRP material used 

herein was determined using a shear-tensile interaction device (cf. [11] for 

more details) which allows measuring material strength values under any 

combination of through-thickness tensile and shear stresses. Fifty-five tests 

were performed on coupons cut from 10 mm thick pultruded FRP flat pro-

files, corresponding to the locus of failure as subsequently observed on the 

bonded joints. These samples were 40×40 mm in size, and corresponded to 

the inner adherend’s material, in which failure was initiated by combined 

through-thickness tensile, σz, and shear stresses, τxz, best described by Eq. (1): 

22

2 2

2 12

1xzz

f f
  (1) 

with σz and τxz the through-thickness and shear stresses,  

f2, and f12 the resulting average values of the pure through-

thickness tensile and shear strengths, 

Values listed in Tab. 1 

 

The timber used was Spruce (Picea abies) cut from high quality defect-free 

boards and conditioned to 12% moisture content prior to manufacturing of the 

specimen and then again stored in constant climate until testing. The elastic 

properties of the timber required for the numerical investigations (longitudinal 

modulus of elasticity Ex, the transverse modulus of elasticity Ey and the shear 

modulus Gxy) were determined on small clear specimens from the same 

boards that were used to produce the joints. Table 1 summarizes the average 

values and standard deviations; these values are at the high end of the values 

stated in the literature [28], the difference is explained by the use of high 

quality timber. The strength of the timber was characterized based upon the 
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NORRIS failure criterion [29], which has, in a two-dimensional stress state, the 

form given by Eq. (2): 

111
2

2

2

2
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2

2

12

2

2

2

2

21

2

1

2

fffffff

ZXXZZZXX   (2) 

with f1, f2, and f12 strength parameters,  

values listed in Tab. 1 

 

 

Before bonding the FRP specimen, the adherent surface veil was mechanical-

ly abraded with a sander until the first mat fibres became visible and the sur-

faces were then cleaned and degreased with acetone. Regarding the timber 

specimen, the surface was mechanically planed and subsequently residual 

dust was removed. The adhesive layer thickness was enforced using PVC 

washers that were put at a significant distance from the ends of the overlaps, 

to ensure they would not influence the joint strength. In all cases, the adhesive 

cured at laboratory temperature (22±2°C) for at least a week. 

2.3 Test series 

The effect of adhesive roundings was investigated on joints involving FRP 

adherends and the epoxy adhesive; the corresponding series is labelled S1. 

The rounding was achieved by placing calibrated round aluminium bars at the 

end of the overlaps, which were removed after hardening. Fig. 3(a) shows 

typical roundings on double lap joints after the curing. A series of double lap 

joints (ti = 5mm, ta = 10mm) with overlaps of L = 100 mm, adhesive layer 

thicknesses of ta = 10 mm, and exhibiting 5 different adhesive roundings was 

investigated. The magnitude of the roundings was varied from rf = 2 mm to 

10 mm in steps of 2 mm. 

The effect of adhesive grading was investigated on bonded joints consisting 

of both FRP and timber adherends, resulting in two different experimental 

series. Series S2 composed of FRP adherends and Series S3 involved timber 

adherends. Adhesive grading was achieved by using two different adhesive 

types for the bonded splice: a stiff adhesive (SikaDur330) in the centre part, in 

both series defined herein the 2C epoxy adhesive; and a softer adhesive to-

wards the ends of the overlap (SikaForce7851for the FRP, resp. SikaFast5221 

for the timber) The adhesive grading level was defined as the ratio of the 

stiffer adhesive related to the full overlap. S2 exhibited a width of 

b2 = 35 mm, overlapping by L = 100 mm, and an adhesive layer thicknesses 

of ta = 1 mm, in which levels of adhesive grading, i.e. percentage of stiff ad-

hesive in the inner part of the overlap, from 0% to 100% were varied in steps 
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of 20%. S3 was b3 = 50 mm wide, with a constant overlap of L = 100 mm and 

an adhesive layer thicknesses of ta = 1 mm.  

In the frame of the investigations of the influence of chamfers on the 

strength of bonded joints, the outer lamellas were chamfered. The sole geo-

metrical parameter varied within the two series, labelled herein S4 and S5, 

was the level of chamfering; both series were bonded using SikaDur330. For 

series S4, involving FRP adherends, an overlap length L = 100 mm and an 

adhesive layer thickness ta = 1 mm, three different chamfer levels were con-

sidered: 0%, 50% and 100%, for the definition of the chamfer level see Fig. 1; 

in series S5, featuring timber adherends, L = 100 mm and ta = 1 mm, the 

chamfer level, defined by Fig. 1 and depicted in Fig. 3(b), was varied in four 

steps: 0%, 33%, 66% and 100%. 

 

(a) Adhesive roundings series S1 

 

(b) Different chamfering levels for series S5 

Figure 3. Selected specimens before being tested. 

2.4 Experimental results 

All tests were carried out on Zwick universal testing machines with a capacity 

of 250 kN. Quasi-static axial tensile tests were performed under a displace-

ment-controlled rate of 0.5 mm/s for the FRP joints, respectively of 5 mm/s 

for the timber joints, in all cases up to failure load. Because of their much 

weaker through-thickness stiffness and strength, the timber specimen had to 

be cut in dog-bones shapes, to allow for the tensile force to be introduced.  

All individual tests were repeated three times to allow for a minimal statistical 

significance. All investigated adhesively bonded joints, featuring FRP or tim-

ber adherends, failed in a brittle manner, independently on the fact if they in-

volved brittle or ductile adhesives. The FRP joints almost always failed by 

splitting just below the end of the overlap, usually at depths between 0.5 and 

1.5 mm, corresponding to the resin richer layer (cf. [11] which gives more 

insights into the failure mode of the considered FRP.) The specimen involv-
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ing timber adherends also failed at the end of the overlaps. The experimental-

ly gathered strengths for each series are displayed in Fig. 4. Statistical anal-

yses using analysis of variance (ANOVA) were carried out to evaluate the 

effect of the stress-reduction-methods on the joint strength. P-values were 

calculated and compared to the significance level, , chosen herein as < 0.05 

[30], which validated the statistical significance of the conclusion drawn. 

2.5 Numerical modelling 

All experimentally investigated joint configurations were numerically mod-

elled using the FEA package Ansys v11 [31]. Both the FRP and the timber 

were modelled as linear-elastic orthotropic materials; SikaDur330 was mod-

elled as being a linear-elastic isotropic material, while both SikaForce7851 

and SikaFast5221 were idealized as exhibiting a bi-linear plasticity; all mate-

rial properties are listed in Table 1. In all cases, the mesh was significantly 

refined at the loci of potential stress peaks. 

3 Probabilistic strength prediction 

3.1 Principles 

As stress-based approaches, due to the huge stress peaks generated at the ends 

of the overlaps, are deemed to fail regarding the strength prediction of adhe-

sively bonded joints, a probabilistic method has been pursued herein. The 

prediction method takes into consideration the scale sensitivity of the material 

strength, considering not only the magnitude of the stress fields, but also the 

volume over which they act. 

For a general overview on size effects and its relations to strength, the reader 

is kindly redirected to BAŽANT [32-33]. For the purpose of this publication, 

the following is reminded: probabilistic strength prediction methods assume 

that the investigated material exhibits brittle failure, and that the material 

strength is then usually statistically described as being WEIBULL-distributed.  

Further, for the implementation of any strength prediction method, including 

the ones based on probabilistic concepts, a failure criterion for the material in 

needed. Failure criteria ordinarily used for isotropic materials do not apply to 

orthotropic and anisotropic materials and their use usually result in incorrect 

stress state interpretation. 
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(a) Adhesive roundings series S1, FRP (b) Adhesive grading series S2, FRP 

(c) Adhesive grading series S3, timber (d) Adherend chamfer, series S4, FRP 

 

(e) Adherend chamfer, series S5, timber 

Figure 4. Joint strength, experimental and predicted values. 
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3.2 Implementation 

Idealizing the joints under consideration as being constituted by n elements 

that could potentially and independently fail its survival depends on the sim-

ultaneous non-failure of all elements i ≤ n. As a result, for a given applied 

load, F, the probability of survival of the joint can be calculated by Eq. (3): 

,

1

( ) ( )
n

S S i

i

P F P F

 
 (3) 

with σz and τxz the through-thickness and shear stresses,  

f2, and f12 the resulting average values of the pure through-

thickness tensile and shear strengths, 

Values listed in Tab. 1 

 

 

The function Ps stands for the probability of survival of the constituent ele-

ment i corresponding to a load level F. Most commonly, for brittle materials, 

Ps is expressed by a WEIBULL distribution. Herein a two-parameter WEIBULL 

distribution has been considered, which is mathematically formulated using 

Eq. (4): 

 
exp

k

s

V

P dV
m

 

 (4) 

with σ is the stress acting over a volume V, m is the characteris-

tic stress or scale parameter and k is the shape parameter 

that gives a measure of the strength variability 

Values listed in Tab. 1 

 

 

One consequence of Eq. (4) is that for two volumes V1 and V2 submitted to 

constant stresses σ1 and σ2 at failure, assuming equal probabilities of survival, 

the relationship given by Eq. (5) is obtained, which mathematically defines 

statistical size-effects. 

1 2

2 1

1

kV

V  

 (5) 

with σ1,2 resistances acting over  volume V1,2, k is the shape pa-

rameter that gives a measure of the strength variability 

Values listed in Tab. 1 

 

 

Although initially established for main stresses, WEIBULL theory has since 

then been extended for any stress operator that defines failure [34]. Herein the 

failure criteria of FRP, Eq. (1), respectively timber, Eq. (2), can be interpreted 
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as being stress operators governing the failure of the respective materials. 

Consequently, if each constituent element i, with a volume Vi is subjected to a 

constant value of the failure function F,i, which in the current case corre-

spond to the failure criterion (Eqs. 1, resp. 2), the probability of survival of 

the whole member is given by Eq. (6): 

 

, ,

11 0 0

exp exp

k k
n n

F i F ii i

S

ii

V V
P

V m V m
 

 (6) 

with σ1,2 resistances acting over  volume V1,2, k is the shape pa-

rameter that gives a measure of the strength variability 

Values listed in Tab. 1 

 

3.3 Application 

Eq. (6) has been implemented in a post-processing routine for FEA results 

and the strength of timber members was predicted as the load of equal proba-

bility of survival or failure, i.e. for PS = 0.5. Accordingly computed joint 

strengths for all series, S1–S5, are displayed in Fig. 4, where they are com-

pared to the corresponding experimental results. 

4 Discussion 

4.1 Influence of adhesive rounding 

Increasing the size of the fillet radius considerably reduced the tensile and 

shear stress peaks, τxz, and through-thickness stress peaks, σz, as indicated in 

Figs. 5(a-b). However, the stress decrease by 50% (considering the shear 

stresses, τxz) corresponding to the increase of rf from 2 to 10 mm only led to a 

nearly insignificant increase in joint strength of 8%. Assuming a correlation 

between stress magnitude and joint strength, a much higher increase in 

strength would have been expected. Although stress levels were reduced with 

an increasing fillet radius, the volume of the material subjected to higher 

stresses increased.  

Applying the probabilistic method, this apparent contradiction is relieved, as 

the joints strengths corresponding to the different adhesive roundings are pre-

dicted with a good accuracy, both in their magnitude as in the general trend. 
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(a) Shear stresses, τxz, in dependence of the 

fillet radius;  

series S1 at a reference load of 100 kN 

 
(b) Through-thickness stresses, σz, in de-

pendence of the fillet radius;  

series S1 at a reference load of 100 kN 

 
(c) Shear stresses, τxz, in dependence of the 

adhesive grading;  

series S2 at a reference load of 100 kN 

 
(d) Through-thickness stresses, σz, in de-

pendence of the adhesive grading;  

series S2 at a reference load of 100 kN 

Figure 5. Representative stresses along the overlap for two selected stress-reduction-

methods. 

4.2 Influence of adhesive grading 

The (complex) influence of adhesive grading on the stress distribution is dis-

played in Figs. 5(c-d), for the specimen of series S2. The two extreme grading 

levels, i.e. the grading levels 0% and 100%, which correspond to a splice 

completely made up of SikaDur330, respectively SikaForce7851, are repre-

sentative for the influence of the adhesive stiffness; it can be seen that the 

stiffer SikaDur330 leads to higher stress peaks, compared to the softer Si-

kaForce7851, with maximal stress magnitudes lower by around one third. 

This lowering would have, in the stress based context, yielded in a corre-

sponding strength increase; the experimental evidence, however shows that 

strength is almost independent from the chamfering level.  
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The probabilistic method on the other hand delivers predictions that are rea-

sonably consistent with the experimental data.  

4.3 Influence of chamfering 

Similarly to the adhesive rounding, chamfering does significantly reduce the 

magnitude of the shear stress peaks, τxz, and through-thickness stress peaks, σz, 

(not shown for constraints of space in this paper.) For the case of FRP: by ap-

prox. 40% if comparing the shear stresses, τxz, of the joints exhibiting no 

chamfering relatively to a chamfering level of 100%. However, the corre-

sponding experimentally determined joint strengths were not affected by this 

particular stress reduction, as clearly indicated by Figs. 4(d-e).  

Here again, taking into account the fact that the joint strength is not only driv-

en by the magnitude of stresses, but also by their distribution, i.e. applying a 

probabilistic approach, sheds light onto this apparent inconsistency by pre-

dicting joint strengths that are in good agreement with the experimental val-

ues. 

5 Conclusion 

Adhesively bonded joints are characterized by sharp stress peaks towards the 

ends of the overlaps, which trigger failure, thus defining strength. A repeated-

ly reported and at first sight intuitive method to increase the strength of these 

elements is to reduce the stress peaks by either acting on the geometry, e.g. 

chamfering the adherends or implementing fillets in the adhesive layer, or on 

the adhesive, e.g. using ductile adhesives or grading them. 

Regarding brittle adherends, i.e. FRP and timber, three commonly reported 

methods to reduce stress magnitudes, i.e. chamfering, ductile adhesives, and 

adhesive grading, were experimentally and numerically investigated. These 

investigations, pursued on a wide range of parameters resulting in five differ-

ent experimental series, allowed for the following observations: 

 

1. All of the investigated stress-reduction-methods do, according to FEA, 

lead to significant stress reductions, yet the so reduced stresses act on 

larger volumes of the adherends; 

2. All experimentally investigated adhesively bonded joints failed in a 

brittle manner, so the materials they were constituted of; 

3. None of the investigated stress-reduction-method, neither for FRP nor 

for timber, did significantly increase the experimentally determined 

joint strength. 
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The latter listed observations did allow drawing the following conclusions: 

4. There is no direct correlation between stress magnitude and failure, 

even considering a verified failure criterion, when dealing with brittle 

materials; 

5. Thus, direct stress based approaches to predict the strength of adhesive-

ly bonded joints composed of brittle adherends are not suited for di-

mensioning purposes. 

 

Considering the aforementioned, the authors computationally developed a 

probabilistic strength prediction method, which implemented a statistical 

based formulation of size-effects. The probabilistic method not only offers a 

comprehensive a mechanically coherent for the seemingly contradictory rela-

tion between stress reduction and lack of corresponding joint strength in-

crease, it also delivers consistently accurate joint strength estimates for all 

considered experimental series which makes it useful for their dimensioning. 

6 Literature 

[1] O. VOLKERSEN, Recherches sur la théorie des assemblages collés, Constr. Metall. 

(1965) 4:3-13. 

[2] M. GOLAND, E. REISSNER, The stresses in cemented joints, J. Appl. Mech. (1944) 

A17-27. 

[3] C. RAPHAEL, Variable-adhesive bonded joints, Appl. Polym. Symp. 3 (1966) 99-108. 

[4] L.J. HART-SMITH, Analysis and design of advanced composite bonded joints. NASA 

CR-2218, 1974. 

[5] W.J. RENTON, J.R. VINSON, The efficient design of adhesive bonded joints, J. Adhes. 

7 (1975) 175-193. 

[6] R.D. ADAMS, N.A. PEPIATT, Stress analysis of adhesive bonded lab joints, J. Strain 

Anal. 9 (1974) 185-196. 

[7] R.D. ADAMS, J.A. HARRIS, The influence of local geometry on the strength of adhe-

sive joints. Int. J. Adhes. Adhes. 7 (1987) 69-80. 

[8] L. DORN, W. LIU, The stress state and failure properties of adhesive bonded plas-

tic/metal joints, Int. J. Adhes. Adhes. 13 (1993) 21-31.  

[9] M.Y. TSAI, J. MORTON, The effect of a spew fillet on adhesive stress distributions in 

laminated composite single-lap joints, Compos. Struct. 32 (1995) 123-31. 

[10] T.P. LANG, P.K. MALLICK, Effect of spew geometry on stresses in single lap adhesive 

joints. Int. J. Adhes. Adhes. 18 (1998) 167-77. 

[11] T. VALLÉE, J.R. CORREIA, T. KELLER, Probabilistic strength prediction for double lap 

joints composed of GFRP profiles, Part I: experimental and numerical Investigations. 

Compos. Sc. Tech. 66 (2006) 1903-1914. 

[12] R.D. ADAMS, R.W. ATKINS, J.A. HARRIS, A.J. KINLOCH, Stress-analysis and failure 

properties of carbon-fiber-reinforced-plastic steel double-lap joints, J. Adhes. 20 

(1986) 29-53. 



Vallée, Tannert & Grunwald: Seemingly contradictory:  influence of stress-reduction-methods on the strength of bonded joints 

composed of brittle adherends 

90 

[13] M. HILDEBRAND, Non-linear analysis and optimization of adhesively bonded single 

lap joints between fibre-reinforced plastics and metals, Int. J. Adhes. Adhes. 14 

(1994) 261-267. 

[14] S. AMIJIMA, T. FUJII, A simple stress analysis method for adhesive bonded tapered 

joints, Int. J. Adhes. Adhes. 9 (1989) 155-160. 

[15] E. SANCAKTAR, P. NIRANTAR, Increasing strength of single lap joints of metal ad-

herends by taper minimization, J. Adhes. Sc. Tech. 17 (2003) 655-675.  

[16] R. KAYE, M. HELLER, Through-thickness shape optimisation of typical double lap-

joints including effects of differential thermal contraction during curing, Int. J. 

Adhes. Adhes. 25 (2005) 227-238. 

[17] T. KELLER, T. VALLÉE, Adhesively bonded lap joints from pultruded GFRP profiles, 

Part I: stress-strain analysis and failure modes. Compos. Part B: Eng. 36 (2005) 331-

340. 

[18] L.F.M. DA SILVA, A. ÖCHNSER, Modeling of adhesively bonded joints, Springer, Ber-

lin, 2008. 

[19] S. SEMERDJIEV, Metal to metal adhesive bonding, Business Books Limited, London, 

1970. 

[20] S. SRINIVAS, Analysis of bonded joints, NASA TN D-7855, 1975. 

[21] R.L. PATRICK, Treatise on adhesion and adhesives, Vol. 4, Marcel Dekker, New 

York, 1976. 

[22] I. PIRES, L. QUINTINO, J.F. DURODOLA, A. BEEVERS, Performance of bi-adhesive 

bonded aluminium lap-joints. Int. J. Adhes. Adhes. 23 (2003) 215-23. 

[23] M.D. FITTON, J.G. BROUGHTON, Variable modulus adhesives: an approach to opti-

mized joint performance, Int. J. Adhes. Adhes. 25 (2005) 329-336. 

[24] E. SANCAKTAR, S. KUMAR, Selective use of rubber toughening to optimize lap-joint 

strength, J. Adhes. Sc. Tech. 14 (2000) 1265-1296. 

[25] T. VALLÉE, J.R. CORREIA, T. KELLER, Probabilistic strength prediction for double lap 

joints composed of GFRP profiles, Part II: strength prediction. Compos. Sc. Tech. 66 

(2006) 1915-1930. 

[26] S. HEHL, T. VALLÉE, T. TANNERT, Y. BAI, A probabilistic strength prediction method 

for adhesively bonded joints composed of wooden adherents. Key Eng. Mat. 417-418 

(2010) 533-536.  

[27] EN ISO 527-2 Plastics - Determination of tensile properties - Part 2: Test conditions 

for moulding and extrusion plastics, 1993. 

[28] D.W. GREEN, J.E. WINANDY, D.E. KRETSCHMANN, Mechanical properties of wood, 

in: Wood handbook - wood as an engineering material, Chapter 4, Forest Products 

Laboratory, Madison, 1999. 

[29] G.B. NORRIS, Strength of orthotropic materials subjected to combined stress, Report 

No. 1816. US Department of Agriculture, Forest Research Laboratory. Madison, 

1950. 

[30] D.C. MONTGOMERY, G.C. RUNGER, Applied statistics and probability for engineers, 

third ed. John Wiley & Sons, 2003. 

[31] ANSYS, Release 11.0, Documentation for ANSYS: http://www.ansys.com, 2007. 

[32] Z.P. BAŽANT, Size effect on structural strength: a review, Arch. App. Mech. 69 

(1999) 703-725.  

[33] Z.P. BAŽANT, Scaling of structural strength, second ed., Elsevier, London, 2005. 

[34] A. TOWSE, K.D. POTTER, M.R. WISNOM, R.D. ADAMS, The sensitivity of a WEIBULL 

failure criterion to singularity strength and local geometry variations, Int. J. Adhes. 

Adhes. 19 (1999) 71-82 



Moormann, Huber & Proske: Proceedings of the 10th International Probabilistic Workshop, Stuttgart 2012 

91 

Risk Management in Health Care  

Lessons learned from Clinical Economics 

Franz Porzsolt 

Health Services Research at the Department of General and Visceral Surgery, 

University Hospital Ulm and 

 Clinical Economics at the Institute of History, Philosophy and Ethics in Med-

icine, University of Ulm, 89075 Ulm, Germany 

Abstract: Increasing safety is the general goal of risk management. The les-

sons learned from health care are presented here and include the important dif-

ferences between being safe and feeling safe, a description of risk-management 

failures and mapping of the effectiveness of risk management in health care, 

the management of real and of virtual risks, as well as special aspects of man-

aging health-care risks. The second section describes two risks when managing 

health care, confusing economization with commercialization and two strate-

gies for failure management in health care. The third section describes the dif-

ference between Health Economy (HE) and Clinical Economics (CE). Both are 

essential to understand the difference between economization and commercial-

ization and the need to include both disciplines in the curriculum of medical 

education. The fourth section describes the road map of risks in health care 

and, finally, presents seven examples of risks emerging from conflicts of inter-

est in health care. As health is a public as well as a private good, the emerging 

conflicts in risk management may apply to many other areas in which proper-

ties of public and private goods are intertwined. 

1 Lessons learned from risk management 

1.1 Being safe and feeling safe 

The primary goal of risk management in road and railway accidents, tunnel 

fires or accidents caused by natural hazards is to guarantee a maximum of 

safety. In these situations, all players, the provider of safety (insurer), the pay-

er, and the users of safety (beneficiary), strive for the same two goals: to be 

safe and to feel safe [1]. Somebody who feels safe will not necessarily be in a 

safe condition, and somebody who is in a safe condition may, in fact, not nec-

essarily feel safe. Examples of the first constellation (feeling safe in an unsafe 
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condition) are people who lose money on the share market or cause car acci-

dents by high-risk manoeuvers. Examples of the second constellation (feeling 

unsafe in a safe condition) include actions undertaken to prevent bovine 

spongiform encephalopathy (BSE) in 1990, influenza virus H5N1 infection in 

2006, infection with Entero-Hemorrhagic Escherichia Coli (EHEC) in 2011 or 

the actions to prevent a disaster like the 2011 Fukushima catastrophe in Ger-

many. These examples confirm that, in addition to the existing risks, the per-

ception of safety is an important aspect of risk management. 

1.2 Risk-management problems and mapping the effectiveness of 

prevention 

Risk management can fail in two ways. It fails if people are in unsafe condi-

tions or feel un-safe. Lack of being safe, i.e. lack of safety, correlates with too 

little prevention, indicated by an increased risk of accidents. Lack of feeling 

safe may correlate with too much or too little prevention, where too much 

prevention corresponds to harm caused by overprotection.  

Too little prevention is easy to detect when accidents happen. It is more diffi-

cult to detect too much prevention, as accidents may not happen due to a very 

low risk of accidents or due to effective prevention. The likelihood of over-

protection will be the higher, the lower the risk of accidents is.  

Mapping the effectiveness of prevention on a cardinal scale is possible when 

the event rate with and without prevention is known. If the event rate without 

prevention is unknown, like in many situations, it is possible to rank the effec-

tiveness of prevention on an ordinal scale. One may assume that mapping on a 

cardinal scale and ranking on an ordinal scale will be meaningless if the inci-

dence is too low for statistical analyses even if the damage caused by an acci-

dent is significant. In these situations, the psychological perception of safety 

will be much more important because decisions depend on perceived safety 

signals. 

1.3 Management of experience-based and virtual risks 

Accidents will happen if a system fails to recognize risks, to develop strate-

gies and to implement them to reduce risks. Consequently, we spend time and 

resources identifying and reducing the risks that may cause accidents. Ac-

cording to the above four scenarios, it is important to differentiate experience-

based from suspicion-based (virtual) risks. In the case of past accidents, the 

identification of potential causes of the accident is essential for the construc-

tion of appropriate barriers to prevent the progression of hazards to accidents 

[2]. The suspected or virtual accidents and the corresponding lack of per-

ceived safety depend on the information provided. In these situations, the risk 
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management has to analyze and decide about costs and consequences of coun-

teracting the provided information that causes the unsafe feeling.  

The first step in risk management is to identify risks and to recognize the pos-

sibilities of risk reduction. In a second step, we associate values to risks and 

possible risk reduction. As a third step, we make decisions based on these 

values [3]. In many situations, we cannot define risks and possible risk reduc-

tion, but can express whether we feel safe or not. In these situations, we use 

the value of perceived safety to make decisions [4]. If we base our decisions 

on perceptions instead of on facts, we may replace adequate risk management 

by overprotection. We address this problem by analyzing the consequences 

that were derived from the four above-mentioned health-care challenges 

(BSE, H5N1, EHEC, and the Fukushima disaster). None of the above scenar-

ios – except H5N1 –confirm whether the prevention was necessary and effec-

tive or was not necessary and possibly ineffective. Only the example of H5N1 

demonstrates that the preventive intervention (offering the drug) was obvious-

ly neither necessary nor effective, as no noteworthy infections occurred alt-

hough the ordered drug was not used. This example suggests that risk 

management should differentiate between experience-based risks, i.e. risks 

based on past accidents, and suspicion-based risks, i.e. risks based on poten-

tial accidents, which have never happened. 

1.4 Special aspects of risk management in health care and the focus of 

this paper 

Two aspects are different in health-care accidents and road or rail accidents or 

natural disasters: road or rail accidents usually affect several people and will 

be noticed by the public. In contrast, health-care accidents usually affect only 

single individuals, and the public will notice these accidents only in excep-

tional situations. Low public awareness explains the high risk that a health-

care accident will be ‘brushed under the carpet’ and the reasons for the acci-

dent will never be analyzed. Without rigorous systematic analyses of acci-

dents and failures, it will be impossible to develop effective strategies for risk 

management. 

As a complete reduction of risks will never be possible, the risk management 

has to balance the costs and consequences of risk reduction. In other words, 

economic analyses will be helpful for risk management. It may be important 

to discuss the significance of economic analyses of decisions on the manage-

ment of virtual risks. Different actions will be necessary to optimize risk 

management. The providers, payers, and beneficiaries of safety should try to 

differentiate between virtual (suspicion-based) and actually-existing (experi-

ence-based) risks. If the expected risk actually exists, some accidents will 

happen despite the best possible risk management. This means that the sus-

tainability of risk management will not only depend on the effectiveness of 
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risk reduction, but also on the analysis of failures associated with the risk 

management.  

This paper discusses the differences in risk-management strategies from the 

perspectives of health care. It provides the necessary information to under-

stand the emerging conflicts and considers changes that may solve the exist-

ing problems. 

2 The risk of managing health care 

2.1 Commercialization or economization of health care 

Conflicts emerging from health care and commercialization are frequently 

correlated. In addition, commercialization is often confounded with economi-

zation, and economization is frequently associated with virtual risks. Com-

mercial principles are important to bring products to the market and to make 

profit, while economic principles are generally essential to make decisions. 

Economization will benefit health care, while commercialization will harm it. 

An economic analysis includes three components, the description of the input 

or costs (including any costs/burdens that have to be accepted, not only mone-

tary costs), the description of the output or outcome
1
 or of consequences and, 

finally, the comparison of both cost and consequences. 

Although most costs are monetary costs, two types of costs are important in 

health care, tangible and intangible costs. The intangible costs, such as a re-

duction in quality of life (e.g. anxiety or loss of physical abilities or loss of 

participation in social life), are hard to express in monetary units. Most of us 

will agree that life-threatening risks must be reduced as far as possible. How-

ever, there will be a considerable discussion about the limitation of these ex-

penditures. The lower the residual risk is, the higher the costs (or the lower 

the value) of further risk reduction. For a thirsty person, the first glass of wa-

ter has a higher value than the second glass, and the value of the second glass 

will be higher than that of the third glass. The value of each additional unit of 

a good -here a glass of water- will be lower than the value of the previously 

provided unit of the good. This principle of marginal costs and consequences 

is described as Gossen’s law [5] and predicts that the costs for the same risk 

reduction will be higher, the smaller the residual risk. When commercial prin-

ciples instead of economic principles prevail, the society will manage virtual 

risks or will provide low-value and overpaid services. In other words, the 

health system becomes inefficient  

 
 

1
 Following an intervention, output is a directly measurable result (usually a surrogate parameter), such as 

the reduction of elevated blood pressure in hypertensive patients, while the outcome is the intended goal, 
such as prevention of renal failure, blindness, stroke or heart attack in patients with hypertension.  



Moormann, Huber & Proske: Proceedings of the 10th International Probabilistic Workshop, Stuttgart 2012 

95 

2.2 Strategies of failure management in health care. 

Inefficient health care will also emerge when we manage accidents by solving 

the actual case without reducing the risk of repeating exactly the same mis-

take or accident. From the perspective of risk management, it makes more 

sense to interpret an accident as an indicator of a system failure than as an in-

dicator of an individual person’s mistake [2]. If the failure management is fo-

cused on identifying of the guilty individual – unfortunately a favored 

strategy in most societies – it will be possible to punish somebody, but the 

risk of the same failure or accident will remain unchanged. Using the system 

approach, any possible hazard in a complex system that may lead to an acci-

dent is identified. Complex systems contain many hazards. Identification of 

these hazards is necessary to construct efficient barriers to prevent accidents. 

This is a core task of Clinical Economics (CE). 

3 Differences of Health Economy (HE) and Clinical Economics (CE) 

HE and CE are complementary disciplines – both apply economic principles 

to achieve the same goals in health care, i.e. to guarantee efficiency. As HE 

emerged from economics and CE from health care, these two disciplines ap-

proach the same goal from different origins (Table 1). The science of HE de-

scribed in several textbooks, which differ in volume and content [6-10], is 

older than CE, which is a very young discipline, and has been described in 

only a few books so far [11, 12, 13].  

‘CE’ was established by American colleagues in the 80th and discussed tradi-

tional models for the monetary assessment of health services without consid-

ering differences in values [14, 15]. As values change during the phases of 

our lives and are the basis of our decisions [3], societal values should be mile-

stones when constructing a health system. There are at least ten criteria that 

illustrate the differences between HE and CE.  

 The general goals are different, as HE is based on economic analyses, 

while CE is more concerned with describing the added value of health 

services.  

 The specific goals are the demonstration of cost containment and cost-

effectiveness in the case of HE while CE provides solutions to health 

problems and provides safety as a basic human need and a moral value.  

 In HE, decisions are based on costs and societal values. In CE, deci-

sions are based on individual values and the four principals of medical 

ethics, i.e. autonomy, non-maleficience, beneficience, and justice [16].  



F. Porzsolt: Risk Management in Health Care-Lessons learned from Clinical Economics 

96 

 The primary outcome in HE is monetary costs, while it is the quantity 

and quality of life in CE. 

 The necessary basic education and knowledge in HE is macro- and mi-

cro-economics, but is medicine or nursing and clinical epidemiology in 

CE 

 HE usually applies models and sensitivity analyses that can only rarely 

be falsified. CE uses studies that can be falsified. 

 The specific tools of HE are various forms of cost-effectiveness anal-

yses in which the costs are expressed in monetary units and the effects 

or consequences in variable dimensions. When comparing two possible 

actions, the ratio of difference in costs and difference in consequences 

is called ‘Incremental Cost Effectiveness Ratio (ICER)’. The specific 

tools in CE are explanatory and pragmatic trials as well as quality of 

life studies. 

 Budget limitations are self-evident in HE, but are a problem in CE be-

cause of two aspects. The decisions in CE depend on the problems of 

individual patients and are practice-oriented, while decisions in HE are 

theory-based. Second, in HE, usually well-defined tasks have to be 

completed, while in CE poorly-defined problems have to be solved. 

Fixed budgets are acceptable for completion and management of well-

defined tasks, but can hardly be applied for solving problems where too 

many unpredictable variables influence the outcome [17]. 

 The relation between cost and benefit can be clearly defined in theoreti-

cal models used in HE. This does not apply to the real-world situation 

of CE because the explicitly presented perspective, e.g. the benefit to 

the patient from the provider’s point of view, is not necessarily identi-

cal with the implicit perspective, e.g. the patient’s point of view.  

 Finally, the asymmetric distribution of information is a basic compo-

nent and well accepted in a commercial environment. When negotiating 

health services, asymmetric information is only acceptable when com-

patible with ethical principles. As examples, fatal diagnoses have to be 

communicated by experienced health-care professionals, as more harm 

than good can be caused by inexperienced doctors. Professionals will 

never exactly predict fatal outcomes, such as ‘your husband will have 

no longer than two more weeks to live’, because biologic variation in 

most cases far exceeds the imagination of experts. 
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These ten differences indicate that health-care professionals with different 

educational backgrounds, like economists and medical doctors, strive for dif-

ferent values, focus on different aspects of the health-care system, use differ-

ent methods and come to different conclusions. Optimal solutions require the 

inclusion of different perspectives and different values. The idea of a twin 

faculty in health care, i.e. a faculty that is chaired by two professionals, one 

from economics and another from health care, might provide more mature 

solutions than a faculty chaired by a hybrid expert who is perceived as medi-

cal by his economist colleagues and as an economist by his medical col-

leagues. The first step would be the inclusion of CE in the curriculum of 

medical education. 

4 Road map of risks in health care 

Health care is an example for such a complex system. The complexity of the 

system is usually under-estimated, as the number of existing risks exceeds the 

awareness of it. These risks can be identified along the “blue highways” that 

connect the major academic science laboratories to the physicians and patients 

in primary-care offices across the United States. We used the picture of a 

roadmap from Westfall and colleagues [18] to categorize the existing risks 

according to four groups of stakeholders and four types of actions (Table 2). 

The three existing groups of stakeholders (input-researchers, practitioners, 

patients) are supplemented by a fourth group, the outcome-researchers. Corre-

spondingly, the three existing types of actions (publication, recommendation, 

and application) are supplemented by a fourth group, evaluation. 

For efficient risk management in health care, knowing the characteristics and 

actions of the stakeholders is essential. ‘Input-researchers’ are colleagues 

(university- or industry-based) who publish and recommend new solutions 

(Table 2). Practitioners would implement these solutions, in contrast to `out-

come-researchers‘, who evaluate the cost-effectiveness of the implemented 

solutions. `Input-researchers‘ in health care are usually educated in natural 

science, medicine, psychology or sociology, while outcome researchers are 

usually educated in economics, but rarely in any other of the above scientific 

fields. This difference in education and socialization between those who theo-

retically discuss the recommendation, provision and assessment of health care 

and those who in fact apply the recommendations and assess the outcomes of 

these recommendations often results in conflicting perspectives [19, 20].  

The four types of actions taken by the four groups of stakeholders are associ-

ated with specific risks. The ‘input-researchers’ generate health-care innova-

tions under experimental conditions, publish these innovations, and the 

publications induce the demand for these innovations. These innovations can 

be either a new diagnostic tool, or a new preventive measure, or a new thera-



F. Porzsolt: Risk Management in Health Care-Lessons learned from Clinical Economics 

98 

py, or to alter a new application of an already known tool or method. The 

common and unpleasant feature of these innovations is their resource-binding 

nature. In other words, innovations in health care will always be associated 

with an increase in health-care expenditures, although not all of these innova-

tions generate additional value. The true challenge associated with innova-

tions is actually the demonstration of effectiveness. Demonstrating 

effectiveness means that an innovation which was efficacious under ideal 

study conditions – and consequently promises that this effect will also be de-

tectable under real-world conditions – can in fact demonstrate this effect un-

der real-world conditions. This leaves two unsolved problems: the ideal 

methods to conduct confirmatory trials under real-world conditions (also 

called pragmatic trials) are not yet established. Second, the assessment of va-

lidity in efficacy studies is time consuming, costly, requires special skills and 

knowledge and is not too attractive. These two unsolved problems may ex-

plain why the validity of publications and recommendations for practice are 

challenged only superficially, resulting in low-validity recommendations to 

general practitioners, who have to establish outcome research urgently. 

The first type of risk addressed in our roadmap (Table 2) emerges at the inter-

face of input-researchers and practitioners. These researchers sometimes pub-

lish reports that do not meet the criteria of high validity reports. Practitioners 

do not have the time, the knowledge or the interest to complete critical ap-

praisals of the published literature. They have to trust these reports and base 

their treatment decisions on them. There is sufficient evidence that critical 

reading of medical scientific literature is absolutely necessary [19] because 

the validity of many scientific communications is rather low [21, 22, 23]. The 

Medical Advisory Service of the German Health Insurance (MDS) summa-

rized data indicating that estimates on the proportion of evidence-based health 

services range from 4% -20%, while the results of studies suggest that 11% - 

80% of services are evidence based [24]. This uncertainty between promise 

and confirmation represents the risk practitioners take when they just read and 

apply the published results without first making a critical appraisal.  

The second type of risk emerges when medical guidelines and recommenda-

tions are based on poorly checked scientific literature. This risk includes the 

‘empowerment of flaws’. Empowerment of flaws describes a sequence of so-

cially-desired steps which help to establish flawed standards. First, it is easier 

to publish a positive than a negative result (publication bias); second, it is eas-

ier to confirm than to criticize a published result; and third, authors of guide-

lines and recommendations avoid including skeptical comments so as not to 

jeopardize the credibility of their own recommendations. 

The third type of risk is related to the application of services recommended by 

‘input-researchers’ or requested by the public. Based on our impressions from 
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traditional risk management in health care, one would predict that the majori-

ty of accidents relate to the application of services. This impression may be 

wrong because accidents in this risk category happen to individual patients 

and should be easy to detect. As many accidents and errors in health care are 

either not detected or are not reported and the culture of reporting is only 

slowly improving 25, 26, 27, 28], we cannot yet decide if the application or 

the selection of services entails higher risks. In selected prevention programs, 

systematic mistakes are difficult to detect because the results of prevention 

will be available only some 15 years after initiating the program. Examples 

are prevention programs in metabolic syndromes (central obesity, elevated 

blood pressure, dyslipidemia), as well as programs for prevention of colorec-

tal and prostate cancer.  

The fourth type of risk is related to the quality assurance of outcomes. Quality 

assurance of outcomes is part of the business in any service company or pro-

duction plant. The companies have a considerable interest in guaranteeing the 

quality criteria of their products or services. This concept can only partially be 

transposed into health care due to the expected success rate, which is 100% in 

service companies or production plants, but not in health care. In health care, 

we do not have enough data to describe the expected success rates even for 

the most frequent treatments of the most frequent subgroups of diseases. The 

unsolved problem is finding the optimal method for data retrieval. These data 

should describe, but not influence, day-to-day conditions. Ideal but artificial 

study conditions, like randomized controlled trials, introduce too many arti-

facts to describe real-world data. A summary of these artifacts and a possible 

solution of the problem has been submitted for publication.  

5 Seven examples for risks of health care emerging from conflicts of 

interest  

Although we identified only four types of risks along a roadmap (Table 2), 

there actually exist many more risks that may affect the safety of health care. 

In Table 3 we present seven scenarios, each representing a conflict of interest 

(COI 1-7) from the perspectives of the provider, payer, or user of health care. 

These COIs reduce the safety of health care and should, therefore, be identi-

fied and be a matter of concern.  

The first COI is caused by the low validity of many scientific publications, as 

shown in several experiments investigating validity criteria [21, 22]. Other 

groups tried to identify the proportion of evidence-based scientific publica-

tions and observed a very high variation in the results [22]. The only conclu-

sion that can be drawn from these data is the existing uncertainty. The 

providers of health care don’t know the exact validity of their reports, as clin-

ical scientists have neither the necessary time nor the interest to spend hours 
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assessing the validity of publications. For payers of health services, it is very 

hard if not impossible to assess the validity of scientific publications. Real-

world data which can solve this problem are usually not available. The users 

of health care - the patients - are primarily interested in getting help, but not in 

validity checks. Poor validity entails a considerable risk of providing ineffec-

tive and inefficient health care.  

 The problem can be solved by mandatory and independent registers that 

meet quality criteria of pragmatic controlled trials [13, 29]. 

The second COI is caused by claims. Health-care providers create the impres-

sion that ‘personalized medicine (PM)’ is more effective than ‘conventional 

medicine’. PM means the identification of the subpopulation of patients that 

will respond to a very specific treatment or a very specific treatment that can 

successfully be used in a very small group of patients. Especially patients 

with serious health problems who clamor for help are sensitive to such prom-

ising statements. The scientific problem may be illustrated by a virtual exam-

ple. Even if a very rare disease can be identified in a few patients by using 

modern bio-molecular technology, nobody can tell if these few patients will 

benefit from a proposed highly-specific treatment because nobody has had the 

chance to compare conventional and new therapies in these few patients. A 

helpful effect may be expected due to the ‘perceived safety’ [30-36] and the 

positive perspective that is offered to these patients. These psychological ef-

fects may be extremely valuable, but are not adequate to support the concept 

of ‘PM’ [37-39]. Payers of health services are very much interested in the 

concept of PM, as the efficiency of health care can be increased by reducing 

the proportion of unsuccessful treatments. 

 The problem can be solved if PM is evidence-based, i.e. if conventional 

treatments and the ‘personalized treatment’ can be compared in a spe-

cific group of patients who have been identified by molecular markers 

i.e. ‘Evidence-Based Personalized Medicine (EBPM)’ 

The third COI describes the general problem in health care that the provider 

and evaluator of health care are often the same institution. This lack of control 

should be considered a high risk. Health-care providers often claim they have 

to see the outcomes to detect potential losses in quality. This is correct, but 

not sufficient, as the provider tends to confirm the quality of its own work ra-

ther than to criticize it. Constructive criticism is an absolutely necessary part 

of the production process, whose value is frequently underestimated. The user 

of health care is not the right person to evaluate it, as there exist mutual de-

pendencies between health-care professionals and patients which handicap the 

function of the evaluator. 
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 External evaluation will probably not solve the problem, as professional 

teams will never accept rigorous control of their decisions, actions and 

outcomes. We consider a feasible solution when the team carefully se-

lects and hires an independent member of the team who has to ask ‘Y-

questions’, i.e. “Why are we doing it this way?” The ideal member 

would be a highly-qualified and especially-trained nurse, as recently 

published [40]. The details of the Y-nurse concept still must be defined 

and its effectiveness tested in a scientific project. 

The fourth COI is related to the information provided about risks and chances 

of health care. As higher chances are usually associated with higher risks, the 

right balance between these two has to be found. This balance will depend 

very much on the goals of the decision-maker. As the goals depend on values, 

the balance of chances and risks will finally depend on the values of the deci-

sion-maker.  

In health care – like in any other area of life – everybody defends his/her terri-

tory and will avoid information that could jeopardize this territory. An exam-

ple is the publication bias, i.e. authors whose data confirm the expected 

results will be published more often than authors with contradictory results. 

Correspondingly, reviewers will more often accept manuscripts that confirm 

than contradict the expected results. This form may be called ‘passive publi-

cation bias’ in contrast to the above mentioned ‘active publication bias’. Ex-

amples of passive publication bias are manuscripts that were rejected several 

times before being accepted for publication and subsequently confirmed by 

additional evidence, such as the spontaneous regression of cancer [41] con-

firmed by a second trial [42], the low value of mammography [43, 44], or the 

ineffectiveness of adjuvant therapy of gastric cancer [45]. Unless better op-

tions are offered, neither the users nor the providers of health care will be in-

terested in critical publications because users expect a solution to their health 

problems and providers want to help and sell their services. The payers for 

health care are the only group which is interested in critical reports because 

these reports help increase the efficiency of their services. 

 Ideal solutions to the information problem on chances and risks have to 

provide positive perspectives to all stakeholders in the system - the 

providers, payers, and users. As the values of these stakeholders are 

different, each stakeholder will expect specific information. Patients 

want to feel safe, doctors want to solve health problems, and managers 

want to make cost-effective decisions. Unfortunately, the specification 

induces a new risk, the risk of asymmetric distribution of information, 

which may be acceptable from the perspective of economy, but may 
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present a serious problem from the perspectives of medicine and ethics. 

These different facets of distributing information illustrate the com-

plexity of the problem and the high risk of COI.    

The fifth COI is related to the acceptance of ‘perceived safety’ as an added 

value. Payers of health care consider safety a reduction in risks, but refuse to 

accept perceived safety as an added value. In contrast, health-care providers 

and users consider perceptions more important than probabilities, as our deci-

sions in daily life depend more on perceptions (perceived safety) than on 

probabilities (risk reduction). The perceived risks of H5N1, BSE, EHEC or of 

a nuclear-power accident were estimated higher than the probabilities of these 

risks. Consequently, it was the perceived risks that influenced the political 

decisions in Germany to meet the demand of ‘perceived safety’. There are no 

data to confirm that these political decisions reduced the health risks in Ger-

many, but there are many data indicating that the political decisions had un-

pleasant economic consequences. 

 These examples demonstrate the need to discuss the societal signifi-

cance, as well as the societal hazards, associated with ‘perceived safe-

ty’. It is necessary to discuss the power of information as a modulator 

of perceived safety and the ethical aspects associated with the distribu-

tion of information.   

The sixth COI is related to two types of prevention, the prevention of acci-

dents which have already happened (i.e. experienced accidents) and accidents 

which have never happened, but are expected to happen ( i.e. anticipated ac-

cidents). Providers want to offer prevention of both types, experienced and 

anticipated accidents, payers often offer the prevention of both types of acci-

dents as a marketing instrument, and users warmly accept these offers as long 

as no additional contributions, such as continuing exercise or diet or co-

payments, will be requested. 

 The example demonstrates that each player in the system makes deci-

sions based on perceived utility and values. The consumers’ behavior 

confirms their willingness to pay and is a reliable indicator of perceived 

values. The consumer’s behavior should be analyzed more intensively 

by health-services research to generate the knowledge needed for polit-

ical decisions in health care and the design of appropriative incentives.  

The seventh COI is related to differences in the perceptions of stakeholders 

related to the strong influence of study designs and study outcomes by prefer-

ences. Strong and weak preferences of patients influence the generation of 

knowledge in health care differently. Doctors and patients with strong prefer-
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ences refuse participation in randomized trials. These decisions cause an ef-

fect described in the literature as ‘sampling bias’ [46]. Patients with weak 

preferences may agree to be included in a randomized trial, but will influence 

the result of this trial under two conditions. The result will be influenced by 

the patients’ preference if they know whether they will get the preferred 

treatment or not and if the preferences for the different treatments are not 

equally distributed (i.e. 50:50 in case of two treatments or correspondingly 

33:33:33 in case of three treatments). Patients in any arm of a trial will have 

the same preferences (this is guaranteed by the randomization), but will not 

get the same treatment. Patients who get the preferred treatment are more 

likely to demonstrate a positive study outcome than patients who do not. The-

se psychological effects lead to overestimation of the preferred effects de-

scribed in the literature as ‘performance bias’ 47].  

The COI emerges because providers of health care will respect patient prefer-

ences when selecting the provided care, payers will be concerned about the 

effects of preferences, and users will rarely accept a non-preferred treatment.    

 This means that the effectiveness of health care, i.e. investigating health 

care under real-world conditions cannot be adequately described by 

studying efficacy, i.e. investigating health care under ideal study condi-

tions. It will be necessary to use different methods to study efficacy and 

effectiveness and to accept that efficacy and effectiveness provide dif-

ferent information, which leads to different conclusions.  

6 Discussion 

Risk management in the health system seems to be different from other sys-

tems because health is a meritorious good – like roads, education, and culture 

- that have properties of private, as well as public, goods. In theory, public 

goods are not excludable and non-competitive, which means individuals can-

not be excluded from use, and use by one individual does not reduce the 

availability to other individuals [48]. As many goods appear to have proper-

ties of both public and private goods, the experience in risk management de-

rived from the health system is valuable to other systems.  

The primary goal of risk management is providing safety in two dimensions – 

being safe and feeling safe. The more safety we request, the higher the con-

sumed resources for safety. The reduction of risks, i.e. providing ‘real safety’ 

and the verification of feeling safe, i.e. providing ‘virtual safety’ will consume 

resources. Economic analyses are helpful to balance the costs and conse-

quences of the different types of safety. 
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The examples and scenarios presented in this paper clearly demonstrate the 

important difference between the economization and the commercialization of 

health care. Economization is necessary and will improve the quality of health 

care, while commercialization is harmful for the current form of health care. 

Health care will benefit from commercialization if the society agrees on a 

clear separation between private and public health services. Commercializa-

tion will not benefit public services associated with the principle of solidarity. 

In a private health-care system, access and costs are clearly regulated by the 

market. Commercialization, i.e. making profit by selling health care, fits this 

concept. A public health system based on the concept of solidarity will be de-

stroyed by commercialization. Management in health care can be ambiguous. 

It may express both economization and commercialization.   

To avoid the confusion between economization and commercialization, we 

established ‘CE’, which focuses on the outcomes of health care from the us-

ers’ perspective. Its sister discipline, HE, focuses on the costs of health care 

from the payers’ perspective. Prevention is a good example to illustrate the 

confusion between economization and commercialization. Economization re-

quires the selection of cost-effective measures (see 6th COI) from the users’ 

perspective, while commercialization strives for profit by selling cost-

effective health care from the providers’ perspective. 

Only recently a few reports confirmed the successful implementation of a 

measure, such as the Critical Incidence Reporting System (CIRS) [49], which 

can improve the quality of health care [50. 51]. The slow progress in the risk 

management of health care suggests that a new safety culture has to be estab-

lished. This new culture has to recognize two types of health-care researchers, 

the ‘input-‘ and ‘outcome-researchers’ described in the roadmap of risks in 

health care. These two families of researchers should, but cannot yet, com-

municate due to differences in their education and socialization. The lack of 

communication promotes the emerging COIs.  

Alternatively, health care can learn from other systems. There is almost no 

other system, besides health care, in which a COI exists because the provider 

also evaluates the quality of the provided service. Accordingly, there is no 

other system which does not systematically assess the outcomes of the pro-

vided services. Health care lacks efficient outcomes research. Consequently, it 

will remain rather difficult to detect and improve poor outcomes unless the 

necessary data for evaluation of day-to-day services is recorded systematical-

ly [52].  

According to a recent study, the distinction between evidence-based and non-

evidence-based services is a pipe dream [24]. The most appropriate interpreta-

tion of these data is probably that ‘evidence-based’ is an academic certificate 

with a rather wide variation. The conduct of this research is excellent. The 
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problem is the definition of ‘evidence’. We consider a treatments evidence 

based if data confirm a (partial) solution of a defined clinical problem. An 

extensive analysis of adherence of intensive-care services to the international 

guidelines of the surviving sepsis campaign indicated that adherence is pri-

marily a function of disease severity, but neither an indicator of service quali-

ty nor of scientific foundation. Adherence is no appropriate indicator to 

confirm the quality of a treatment [53]. These data also support the urgent 

need of outcomes assessments. 

The report cannot provide solutions to the huge variety of management prob-

lems that require a solution in health care, but may add some suggestions to 

trigger the ongoing discussion. A first efficient step on this path could be the 

integration of CE in the curriculum of medical students to specify the differ-

ence between the economization and the commercialization of health care. 

6.1 Tables 

Table 1: Differences between Health Economy (HE) and Clinical Economics (CE). Specif-

ic tools in HE are the cost minimization analysis (CMA), cost effectiveness analy-

sis (CEA), cost utility analysis (CUA), cost benefit analysis (CBA), and 

incremental cost effectiveness ratio (ICER). Specific tools in CE are the random-

ized controlled trial (RCT), pragmatic controlled trial (PCT), quality-of-life in-

struments (QoL), number needed to treat (NNT), and likelihood ratio (LR). *The 

four principals of medical ethics are autonomy, non-maleficience, beneficience, 

and justice (Beauchamp) 

 Health Economy (HE) Clinical Economics (CE) 

Goal (general) Comparing costs and conse-

quences of alternative actions 
Demonstrating the added value for 

individuals and society related to the 

accepted costs 

Goal (specific) Cost containment, cost-

effectiveness  
Solution of health problems, safety as a 

basic human need and moral value  

Decisions are based on  Costs and societal values Individual values and principals of 

medical ethics* 

Primary outcomes Monetary costs Quantity and quality of life 

Basic education and 

knowledge 

Macro- and micro-economics Medicine or nursing and clinical epi-

demiology 

Tools (general) Models (cannot be falsified) Trials (can be falsified) 

Tools (specific) CMA, CEA, CUA, CBA, ICER RCT, PCT, QoL, NNT, LR  

Budget limitations Cannot be avoided Accepted for completion of tasks, but 

not for solving problems 
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Cost-benefitrelation Higher costs are related to more 

benefit and vice versa 
More benefit is related to higher costs, 

but not necessarily vice versa 

Asymmetric distribu-

tion of information 

Acceptable for commercial rea-

sons 
Acceptable for ethical reasons  

Table 2: Roadmap of risks in health care according to the systems’ stakeholders and their 

actions. Input-researchers are usually educated in natural science, medicine, psy-

chology or sociology. Practitioners are doctors, nurses, psychologists, physiother-

apists, social workers and others providing health-care services. Outcome 

researchers are usually educated in economics, but rarely in any other scientific 

field. The examples marked 1 – 7 are related to the described types of risks. The 

examples 1, 3, 5, and 6 are each related to the first, second, third and fourth type 

of risk. Example 2 is related to the first and second type of risk, example 4 to the 

second and third type of risk, and example 7 (not shown in this table) is related to 

all four types of risks. 

  Actions of stakeholders 

  Publication 

(experiment) 

Recommendation 

(Institutional 

review/guideline) 

Application  

(intervention) 

Evaluation 

(appraisal) 

S
ta

k
eh

o
ld

er
s 

 

Input-

researcher 

 

Publishing the 

results of exper-

iments under 

ideal conditions 

 

 

Recommending 

(researcher and 

practitioner) and 

requesting (pa-

tient)  

the application of 

published results 

  

 

Practitioner 

 

Reading/applying 

the published 

results 

  

Applying pub-

lished and re-

quested 

recommendations 

in daily practice  

Patient 

 

  

Evaluating  

the out-

comes in 

daily prac-

tice  

Outcome-

researcher 

 

  

Examples        1      2         3        4         5              6  
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Table 3: Seven examples of conflicts of interest (COI) that increase the risk of safety in 

health care shown from the perspectives of health-care providers, payers and us-

ers. IC: informed consent. 

Risk inducing conflicts 

of interest (A – G) 

Perspectives of providers, payers, and users of health care 

Providers Payers Users 

(1) Conflict of interest 

COI caused by low 

validity of many scien-

tific publications 

No time, experience, 

or interest in check-

ing validity 

It is hard to identify 

and even harder to 

replace by valid data 

 Interested in getting 

the service, but not in 

checking validity 

(2) COI induced by 

‘personalized medicine’ 

Personalized service 

is an important as-

pect in marketing  

Increasing efficiency 

by limiting therapies 

to responders  

Request the optimal 

treatment for any 

individual patient  

(3) COI if the same 

person provides and 

evaluates health care 

Provider has to be in 

charge of quality of 

the provided care 

Same person should 

not provide and eval-

uate health care 

Perception of a COI 

depends on provider-

user confidence  

(4) COI associated with 

publication bias and 

acceptance bias  

Reluctant in provid-

ing information on 

risks and chances 

Interested in existing 

risks and chances  

Balance of accepted 

risks and chances 

depends on goals  

(5) COI on the ac-

ceptance of perceived 

safety as an indicator of 

added value 

Want to provide both 

risk reduction and 

perceived  

safety 

Safety is not accepted 

as added value unless 

risk reduction is 

shown 

Perceived safety is an 

important value in 

health care 

(6) COI in the preven-

tion of experienced or 

suspected accidents 

Want to provide both 

types of prevention  

Use prevention as a 

marketing tool 

Accept any preven-

tion if no own contri-

bution is necessary   

(7) COI induced by 

preferences affects 

study designs and out-

comes 

Respect patient pref-

erences when select-

ing the provided care  

Preferences cause bias 

in sampling, randomi-

zation & effectiveness  

Preferred treatments 

are superior to non-

preferred therapies  
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Abstract: Methods for deterministic assessment for pipe flow systems are cur-

rently well established and adequately documented in design standard and en-

gineering practices. Optimization of the design and operation of such systems, 

constitute a probabilistic approach necessary for the evaluation of the probabil-

ity that the performance of a system remains within acceptable limits. Towards 

this, efficient incorporation of uncertainties seems essential. This paper will 

employ non-intrusive formulations for reliability assessment and will document 

the development of a novel method, called ‘Dynamically Kriged Response Sur-

face Method’, that allows handling of complicated, non-linear limit states with 

a large number of variables treated stochastically. The bespoke and newly pro-

posed methods will be applied for the case of a single-phase flow pipe system, 

benchmarking accuracy and computational requirements.  

1 Introduction  

Pipe flow systems are used in a vast variety of applications, ranging from 

large scale oil and gas and refineries pipelines to ultra-small scale applications 

such as those used for medical applications. Design of such systems is cur-

rently governed by standards and practices derived through experience that 

although provide systems of adequate safety, they do not allow a systematic 

assessment of their real-time performance due to presence of various sources 

of uncertainty. A more detailed analysis aiming to incorporate and quantify 

the impact of these uncertainties can lead to a more efficient design of com-

ponents and systems with reduced maintenance requirements [18]. Surface 

roughness, pressure drop coefficients, flow properties, corrosion deterioration 

etc, are only few of the variables governed by a high degree of randomness.  

Single and two phase flow systems are indicative applications where such 

practices can allow optimization of design and operation. 
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Among available methods for calculation of reliability, intrusive and non-

intrusive methods can be identified [6], based on whether or not they interfere 

into the numerical simulation procedure of the corresponding deterministic 

simulation. Present work will focus mainly on the latter category, extending 

work that has been done earlier in cases of structural reliability problems [19; 

21]. 

This paper will present different numerical methods for quantification of in-

herent uncertainty allowing a better understanding of system performance to-

wards well-informed decision making on the operation and maintenance of 

individual system components. Further a new method will be documented, 

developed by the authors and referred to as ‘dynamically kriged response sur-

face method-DynKRSM’ that combines Surrogate Modelling with Stochastic 

Response Surface and First Order Reliability Methods. The methodology de-

rived, non-intrusive in nature, allows use of established specialised tools for 

detailed initial numerical simulations and can be applied in problems when 

very low probabilities of failure need to be calculated accurately. The meth-

ods presented will be applied on a one-phase pipe flow system benchmarking 

their performance in accuracy and computational requirements. The novel 

methodology that is developed herein can be extended for different relevant 

problems encountered in engineering and scientific applications. 

2 Probabilistic assessment in pipe flow systems 

Among literature and common practice effort has been put in qualitative ap-

proaches of probabilistic assessment in pipe flow systems developing case-

dependent methodologies based on historical data (WOAD, Oreda etc) and 

personal experience. Some of these techniques such as RAM (Reliability 

Availability and Maintainability analysis), RCM (Reliability-Centered 

Maintenance), FMEA/FMECA (Failure Modes, Criticality and Effect Analy-

sis) and FTA (Fault Tree Analysis) are examples of widely established tech-

nics in practice. Together with innovative techniques such as R6 and GO-

FLOW they can derive a qualitative estimate of the reliability of a system. 

Even though these are rigorous procedures, their output is highly subjective 

and hence biased. Overall these procedures are suitable for already known 

systems for which past data are available and the qualitative evaluation is time 

consuming and does not provide reliable estimates. 

Some quantitative analysis has been done using cumbersome simulation 

methods such as Monte Carlo Simulation technique, which is easy-to-
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implement and uses a simple algorithm but has the drawback of a long simu-

lation time. Other relevant quantitative studies have been carried out with the 

support of high fidelity software tools in [7], mainly to solve the joint proba-

bility integral of the probability of failure. A Markov model has been devel-

oped in [9] for the analysis of in-service inspection strategies for nuclear 

power plant piping systems which has been focusing on the transition proba-

bility between states of the system (success, flow, leak and rupture). 

Corrosion is another main issue in the operability of piping systems, highly 

stochastic in modelling, especially in cases of offshore pipeline applications 

where both the harsh environment and the fluid flowing in the pipe, with sev-

eral and different mechanisms contribute to pipe deterioration. In literature 

extensive material is found to estimate pipe wall corrosion and a lot of work is 

carried out to assess the reliability and safe operability of worn out pipe walls 

in ASME B31G-2009 and in [2-5]. Most of the times the assessment is based 

on inspection and no stochasticity of variables is considered. In some cases 

quantitative assessment is performed but only direct simulation techniques are 

employed. Further published data can be found on corrosion rates estimation, 

for example for CO2 corrosion (e.g. corrosion due to CO2 content in natural 

gas flowing in the pipe).  

Summarizing, the following can be concluded for pipe flow systems: 

 no systematic analytical quantitative methods are extensively applied; 

 qualitative methods are widely applied, based on use of historical data, 

which is a limiting factor for the development of innovative systems; 

 some quantitative techniques are available but they imply unacceptable 

simulation times and are not effective with low probabilities of failure 

(e.g. 10
-3

, 10
-4

). 

3 Reliability Analysis 

3.1 Fundamentals 

Reliability is defined as “the ability of a system to fulfil its design functions 

under designated operating and environmental conditions for a specified peri-

od of time”. Theoretically is defined as the complementary to 1 of the proba-

bility of failure. The probability of failure can be seen as the probability for 

which a limit state for a system is exceeded. This can be expressed for a mul-

ti-variable system  using a Limit State Function as: 
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  (1) 

where L is the limit and V the actual value of the limited variable. 

According to the definition of the Limit State Function given above, the prob-

ability of failure can be mathematically defined as the probability for the limit 

state condition to be unsatisfied: . Hence the probability of 

failure can be rewritten as: 

 
 (2) 

The reliability index  can be defined as a geometric measure of the distance 

of the limit state surface from the axis intersection of a multi-dimensional 

normalized space. The mathematic connection between the two quantities is: 

  (3) 

The joint Probability Density Function of the limit state g(X) in the case of 

multiple variables should be expressed as follows. 

 
 (4) 

The solution of this integral is in most cases very difficult or even impossible 

to be analytically derived hence approximation methods are often employed 

characterised by different computational requirements and accuracy. Such 

methods approximate the stochastic variables through equivalent geometrical 

representation of the same. Originally two main methods were adopted: First 

Order Second Moment (FOSM) and Second Order Second Moment (SOSM); 

which employ Taylor expansion (up to first or second order) around the mean 

value under the failure condition . Such methods are suitable for low 

levels of accuracy and relatively simple limit states therefore second order 

approximation and a different formulation of the methods need to be em-

ployed [13] This last formulation is widely known as First Order Reliability 

Method (FORM) and an analytical derivation of the methodology is given in 

the next section. 

3.2 Monte Carlo Simulations 

Monte Carlo simulation is widely used in several engineering and non-

engineering applications due to the fact that it does not require much 

knowledge and statistical understanding of the problem. The algorithm is easy 

to implement and consists of launching several times the deterministic model 



Moormann, Huber & Proske: Proceedings of the 10th International Probabilistic Workshop, Stuttgart 2012 

115 

with different inputs and checking each time if one or more thresholds are ex-

ceeded or not. The resultant failure probability is calculated as: 

 
 (5) 

where  is the frequency of failures and N the total number of runs. Typical-

ly an accurate result should be derived after two orders of magnitude more 

iterations than the reciprocal of the probability of failure to be estimated [6]. 

Therefore, disadvantage of the method is that it is not suitable for low proba-

bilities of failure as it becomes computationally demanding. Even if this can 

be limited applying variance reduction techniques it can face restrictions in 

cases of multiple variables.  

3.3 First Order Reliability Methods 

The First Order Reliability Methods, transform the problem of estimation of 

probability of failure to that of the identification of the minimum distance of 

the transformed limit state surface in the intersection of the normalized do-

main axis following the following transformation: 

 
 (6) 

Identifying the most prone to fail point and measuring its distance to the 

origin will give value for reliability expressed in standard deviation units de-

fined with the reliability coefficient β, which gives a measure of how safe the 

design and operation of the system is. Approximating the initial curve with a 

First Order Taylor expansion in  and expressing it explicitly: 

  
 (7) 

According to the definition of β the minimum distance from the origin to the 

surface can be given as: 

  

 (8) 

Defining the coordinates of the MPP in the normalised design space 

  (9) 
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where the cosine is the direction cosine. This trigonometric variable expresses 

the influence of the j-th variable on the total variation or in other words how 

the curve changes moving along the j-th axis. Direction cosine, can be ex-

pressed as: 

  

 (10) 

The resultant value of β will be derived once this iterative procedure converg-

es.  

FORM approximation provides adequate results when the limit-state surface 

has only one minimal distance point and the function is nearly linear close to 

the design point. For cases where the failure surface has large or irregular 

curvatures (high nonlinearity), the failure probability estimated by traditional 

FORM, using the safety-index β, may give unreliable and inaccurate results. 

Introducing second-order Taylor series expansions (or other polynomials) 

may overcome this problem. 

4 Stochastic Response Surface Method and Surrogate Modelling 

4.1 General 

The complexity of problems in engineering design applications is often re-

duced by system approximations, creating models/expressions that represent 

the relationship between inputs and outputs. Among several techniques sug-

gested two large and potentially overlapping categories can be distinguished: 

Response Surface (RSM) and Surrogate Modelling methods (SM). Even if in 

literature a uniform definition to distinguish them does not exist, RSM are 

used mostly to simplify a known model while SM attempt to find some rela-

tion between inputs and outputs. Often approximation methods start from 

some given scarce data because the object variable is hard to measure and da-

ta hard to collect. In the RSM, polynomial regression techniques (MPR) and 

generalised linear models (GLM) can be identified while in SM techniques 

such as kriging and radial basis functions (RBF) [16].  

Approximating the system under analysis using such expressions facilitates 

analysis allowing both optimization and reliability analysis since objective 

and Limit State functions can be approximated with such techniques. Re-

sponse surface methods, in particular SRSM, have already been employed 
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successfully both in optimization and reliability analysis [17; 20] as well as 

kriging [10; 14]. 

4.2 Introduction to kriging 

Among the interpolating techniques several approximate the original function 

by means of combination of simple functions. Such functions are called basis 

function and have various forms [15; 16]. An evolution of simple Gaussian 

radial basis functions is represented by kriging, which was first developed by 

mining engineer Danie Krige to predict the concentration of minerals. The 

basis function is expressed as: 

 
 (11) 

Which represents the correlation between two sample points. Mainly two pa-

rameters differentiate this basis function from the Gaussian radial basis one. 

One is the smoothness coefficient  that represents how fast the function is 

and how quickly tends to infinite and zero. The other one is the ‘activity or 

width parameter’ and gives information about how much the output is affect-

ed by the corresponding input. The prediction at a new point is assumed to 

follow the same correlation. Finding the parameters values is a procedure 

done maximizing the likelihood of the sample set which is partially achieved 

through analytical differentiation and partially by direct search (e.g. genetic 

algorithms, simulated annealing etc). The predictor is expressed as: 

  (12) 

Where is the correlation vector between the samples and the prediction 

point,  is the correlation matrix,  the MLE estimate of the mean of the 

sample responses and  the sample responses.  

Kriging also incorporates a procedure to eliminate noise in the sample set 

[11]. Sampling and tuning are also of key importance for kriging. Sampling 

can be done properly through LSH and tuning strategies can be found in liter-

ature. 

4.3 Reliability assessment through direct simulations 

The direct simulation method can be applied to explicitly modelled systems. 

The way to proceed with this in order to obtain reliable results is to start from 

few runs (e.g. 10
3
) and increase the number of runs by one order of magnitude 

until the result converges. Rules of thumb on how high to go with the number 

of iterations is already been given in this work. As previously stated it is diffi-
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cult to calculate low probabilities of failure without any variance reduction 

technique but this remains the most reliable approach because the results are 

not affected by any kind of approximation (neither on the system nor on the 

probabilistic side). 

4.4 Stochastic Response Surface based Methods 

In order to speed up the reliability analysis procedure, approximation tech-

niques can be applied to the system initially retaining MCS as reliability anal-

ysis tool. The weakness of this approximation procedure is that some failure 

points are not detected. Further this technique remains inaccurate for low 

probabilities of failure. This method is applicable when a unified numerical 

simulation procedure is employed to model the system and it is not necessary 

to use FORM. 

Introducing further approximation on the reliability method and employing 

FORM, the simulation time drastically drops to few seconds per each limit 

state evaluation. This is the fastest procedure among the ones analysed but 

also the one involving the most approximations. This method is suitable for 

highly continuous systems with a limited number of variables.  

4.5 Surrogate Modelling based Methods 

For a more accurate approximation of the system (still faster than the direct 

simulation) kriging can be applied instead of SRSM. Then for every MCS run 

a random prediction point can be created and the function predicted and eval-

uated. The kriging function has to be built before running MCS according to 

evenly spread sample points. 

In actual applications the limit state is, mostly represented by a second order 

polynomial in k variables. Kriging parameters obtained though kriging ap-

proximations performed on the reference system can be used to directly work 

out the limit state expressing through the kriging predictor. What can be ob-

tained from second term of the predictor is a single value that represents the 

deviation from the mean value. In the expression of this matrix multiplication 

one part of the formula dependent on the new prediction point, which is  

and a second part independent from this,  can be distinguished. 

 is a nx1 matrix where each line can be expressed as: 

  (13) 

The multiplication  can also be expressed as 
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  (14) 

Where,  

The previously analysed procedure is referred to as Limit State definition. The 

relevant algorithm is shown in Figure 2. 

5 Dynamically kriged response surface method 

The methodology developed here is referred to as ‘dynamically kriged re-

sponse surface method-DynKRSM’, illustrating the dynamic nature of the 

method with regards to the continuous change in the limit state through 

Kriging prediction and local approximation through RSM.  

Kriging has the ability to ‘reach’ all sample points, unlike RSM. Moreover 

kriging is very good in predicting function values. If a small domain around a 

local point is considered then SRSM becomes able to map the function accu-

rately. Kriging function’s complexity increases with the number of samples 

making numerical manipulation hard. SRSM is shown inefficient globally but 

performs better locally. Therefore the positive features of the two methods 

can be combined together combining accuracy in representation with ease in 

numerical modelling. An illustrative example to show the sequence of the lo-

cal approximation starting from a ‘kriged’ surface is highly non-linear ‘Som-

brero’ test (Figure 1). 

 

Figure 1. Global (kriging) and local approximation (SRSM) – ‘Sombrero’ test 

The methodology proposed considers prediction of some points around the 

current design point using kriging and approximate this ‘local’ curve using 

SRSM. Then a quick FORM iteration can be done using this quadratic poly-

nomial as the LSF because it is much less demanding computationally than 

the analytical kriging. Through the FORM iteration a new design point can be 
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calculated around which some new values will be predicted, building an 

SRSM and proceed for the next iteration. This procedure algorithm is showed 

in Figure 3. An intelligent point from which the algorithm can be initiated (as 

in a normal FORM-HL optimisation algorithm) is the mean point (i.e. the 

mean value point for each variable). Following the 2k+1 combination rule for 

sampling we can get the n samples to build the SRSM. 

  (15) 

The f factor can be termed as ‘amplitude’ of the domain mapped by kriging 

and approximated by SRSM. This also gives the size of the area considered in 

the following FORM iteration. For this reason it can be considered as an 

‘horizon factor’ giving a measure of how far the FORM iteration goes to 

search for the optimum point. The bigger  the farther the research can go 

and the quicker we can get to the optimum point since we do ‘bigger steps’ 

iteration by iteration. The smaller the horizon factor the closer we stay to the 

design point, the more accurate the approximation of the function, the smaller 

and more the steps towards the optimum point. In this second case the simula-

tion time will definitely increase but the accuracy of the result obtained will 

be higher. A sensitivity study on this factor has been carried out with values 

from 0.001 to 1.8 and good results have been obtained with values between 

0.2 and 0.4. 

 

 

 

Figure 2. Analytical kriging-FORM 
Figure 3. Dynamically kriged RSM algorithm 
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algorithm 

6 Uncertainty of pipe flow systems 

6.1 Description of the reference system 

For the scope of this study, a system has been modelled initially deterministi-

cally using different tools for validation purposes: Matlab and Pipe Flow Ex-

pert 2010. Since both a global solution of the system (from differential 

pressure to flow rate) and a partial solution (from flow rate and one pressure 

to the missing one) are needed, two generic analytical models were devel-

oped. The models built in Matlab are based on well-known fluid mechanics 

basic equations. Having a system, or a sub-system, delivering a flow from an 

inlet node to an outlet node its geometry can be defined specifying the basic 

quantities: length L, elevation h, diameter D, roughness ε, number and type of 

bends and valves, component losses , pump characteristic, pressure,  

flow rate and temperature. The elevation is considered positive if increasing 

moving from the inlet node to the outlet node. The pipe roughness is depend-

ent from the material and can change during the system life introducing a 

source of uncertainty. Bends and valves in a piping system have a significant 

variability and building a code taking into account even half of them is first of 

all useless and second of all too cumbersome.  A free variable is introduced 

where a total sum of all other component losses can be considered. A pump 

characteristic can be defined with half a parabolic curve symmetrical to the y-

axis and concave downwards, hence only two coefficients are needed to de-

fine its behaviour (pump head vs. flow rate). No heat loss is considered from 

the pipe (temperature constant). Table 1 presents the statistical properties of 

the stochastic variables while Figure 4 illustrates the PID of the reference 

flow system. 

Table 1. Typical Coefficients of Variation 

 CoV Reference 

Pressure 0.50% [8] 

Temperature 0.20% [8] 

Flow rate 0.50% [8] 

Roughness 10.9% [23] 

Level 0.5% [12] 

Pump characteristic 10.1% [1] 

Valve pressure drop 1.54% [22] 
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Figure 4. One phase-flow system 

6.2 Limit states considered 

For the safe and efficient operability of a pipe flow system all failure modes 

need to be investigated. In this work 4 different scenarios exploring 3 failure 

modes can be identified: maximum allowable pressure (in a pipe and in a 

flange-gasket-flange, point A and B respectively), minimum efficiency allow-

able for the pump, minimum pressure difference for pressure-driven flow. 

Limits for scenario 1A and 1B are taken from pipe characteristic catalogues 

and set to 280,000 Pa and 200,000 Pa respectively, limit for pump efficiency 

is set to 61% and the one for scenario 3 is set to the condition of having more 

than atmospheric pressure at outlet point. 

6.3 Simulation Results and Discussion 

Figure 5 and 6 show the results from the techniques employed and developed. 

As it can be shown, simple SRSM-FORM can estimate well the reliability 

index in some of the scenarios but not for 1B where the probability of failure 

is largely under-estimated. Focusing on this and trying to understand if the 

low accuracy is introduced by SRSM or by FORM further analyses have been 

carried out excluding those two techniques once at a time. Using SRSM-MCS 

results are still insufficient but better than previously, implying that inaccura-

cy is due to SRSM. Performing analysis using kriging and MCS this trend can 

be confirmed. Removing both SRSM and MCS from the analyses combining 

kriging and FORM using the innovative and previously illustrated techniques 

the results match the ones obtained through direct MCS.  
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Figure 5. Safety index results  Figure 6. Computation time (sec) 

It can also be concluded that Dyn-KRSM and kriging-FORM methods present 

a simulation time comparable to the surrogates MCS and largely lower than 

direct simulation. Analysing scenario 1A only and formulating the LS in or-

der to explore more extreme situations (limit pressure moved up to 327,000 

Pa) it is possible to test the ability to accurately calculate lower probabilities 

of failure of the newly developed methodologies. Benchmarking is still done 

using MCS up to 10
7
 runs as seen in figures to follow (Figure 7 and 8). 

  

Figure 7. Safety index results for high  

calculation 

Figure 8. Simulation times for high  cal-

culation (sec) 
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7 Conclusions 

This paper has documented probabilistic assessment methods combining sto-

chastic response surface and surrogate modelling methods to MCS and 

FORM methods for assessment of uncertainties. The methods developed ex-

tent current practice coupling kriging with FORM and suggesting a combina-

tion between kriging and SRSM in order to allow estimation of very low 

probabilities of failure in relatively simple to model non-intrusive methods. 

Application of the method in a typical single flow pipe system has shown that 

the newly proposed methods perform very well both in aspects of accuracy 

and in computation requirements. The same method has already been applied 

by the authors for the case of a two phase flow system and highly non-linear 

limit states with similarly good performance.  
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Probability of corrosion detection with small 

anodes 
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Abstract: For realistic and accurate description of the corrosion progress in re-

inforced concrete structures, the inspection results from detection of on-going 

corrosion are of vital importance, in particular for the probabilistic service life 

prediction. The crucial factor of the combination of inspection data and proba-

bilistic service life prediction is the knowledge about the accuracy of the meas-

urement method itself. The Probability of Detection (PoD) is a main descriptor 

of the accuracy of qualitative inspection methods. Commonly, a PoD curve de-

scribes the rate of detecting a defect with given defect size s, PoD(s). In the 

case of potential mapping, the defect size is the anode area. In this research, an 

approach based on numerical models is pursued to obtain a PoD of potential 

mapping for small anode areas. It is expected that through the integration of the 

potential mapping data the condition of the structure and correspondingly the 

service life time can be predicted more accurately. 

1 Background  

The corrosion of the reinforcement is often the major cause for the end of ser-

vice life of reinforced concrete structures. When cracks due to corrosion are 

visible, the deterioration process is already advanced and cost intensive repair 

is necessary. The only measurement method, which is able to distinguish non-

destructively between active or passive reinforcement before cracks occur, is 

the potential mapping method. Figure 1 shows a modified Tuutti diagram 

with the degree of deterioration due to corrosion in dependence of time.  
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Figure 1. Modified Tuutti diagram with the optimal application time for po-

tential mapping 

The grey background indicates the time-span respectively the condition stage 

of a structure when the application of potential mapping makes sense. It is 

unreasonable to apply potential mapping at an early structure age because it 

takes time till depassivation of the reinforcement starts. On the other hand 

when cracks due to corrosion are visible it is too late for a cost-effective and 

pro-active maintenance strategy [5].  

Additionally potential mapping results indicate whether and where the proba-

bilistic service life models for the initiation period [1] or for the propagation 

period [10] have to be applied for a comprehensive service life prediction. But 

first an update of the actual service life prediction with the inspection data of 

potential mapping has to be performed applying Bayes’ rules according to 

equation (1) [7].  

)Pr()|Pr(

)Pr(

conditionconditioninspectionconstant

inspectioncondition
  (1) 

The Bayesian approach can combine pre-existing knowledge coming from 

service life prediction, Pr(condition), with inspection data represented by the 

likelihood function Pr(inspection│condition) and allows updating the prior 

knowledge. In the present case the likelihood function can be described as 

Pr(potential mapping results│corrosion condition state). This likelihood 

function is the probability of detection of potential mapping. This paper pre-

sents an approach to evaluate the probability of detection of potential map-

ping to enable the updating of service life predictions.  

1.1 Potential mapping 

Potential mapping is an effective inspection method for detecting active cor-

roding areas in reinforced concrete structures. During potential mapping po-
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tential differences are measured between an external reference electrode and 

the reinforcement (Figure 2, left). With grid-like displacement of the refer-

ence electrode potential differences of a whole structural element can be gath-

ered. The detection of corroding areas is possible due to the fact that passive 

and active surfaces of the reinforcement are different electrodes, which vary 

in free corrosion potential and polarisability. If conductivity and oxygen level 

in concrete is sufficiently high, active-passive elements will be developed and 

their potential differences can be measured at the concrete surface. 

 

active

 passive
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Figure 2. Principal scheme of potential mapping measurement (left), active 

and passive density functions of potential differences (right) 

The aim of the evaluation of potentials is to distinguish where the reinforce-

ment is either active or passive. All potential differences have to be divided 

into an active and a passive potential difference density (Figure 2, right) by 

using the Maximum-Likelihood-Estimate (MLE) [1]. It is assumed that both 

densities are normally distributed. 

Low potentials are an indicator for corrosion and with increasing potentials, 

the probability of corrosion decreases. Figure 2 (right) shows a domain where 

the active and the passive distribution overlap each other. In these areas there 

is a higher probability of planning the wrong measures: either a repair is exe-

cuted although it is not necessary or a wrong all-clear may bring further dam-

ages and additional costs in future. 

1.2 Evaluation of qualitative test results 

For qualitative test methods, as the potential mapping is one of them, the 

probability of detection (PoD) is the determining factor for describing the 
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measurement accuracy. The higher PoD, the higher is the reliability of poten-

tial mapping. The probability can also be expressed by a probability of detec-

tion curve and the curve is defined by the rate of detecting a defect with 

defect size s, PoD(s), like the anode area in the case of potential mapping. 

It is necessary to compare potential measurements of reinforced structures 

with the true corrosion condition state to obtain a PoD curve for potential 

mapping. During the comparison of the true corrosion condition state with the 

inspection result four indications (TP, FN, TN, FP) are possible (Figure 3). 

 

TP: “true positive” indication  = present defect correctly indicated (hit) 

FN: “false negative” indication  = present defect not indicated (miss) 

TN: “true negative” indication  = not present defect correctly indicated 

FP: “false positive” indication  = not present defect indicated (false alarm) 

Figure 3. Comparison: true condition state – inspection result [4] 

After the comparison of the true condition state with the inspection result the 

probability of detection can be calculated according to equation (2).  

FNTP

TP

negativefalseofNumberpositivetrueofNumber

positivetrueofNumber

positivetrueectedpositivePPoD )/det(
  (2) 

Figure 4 presents possible resulting PoD(s) curves. The left side shows a per-

fect inspection which is a step function and the right side shows a PoD(s) of 

an imperfect inspection which is normally influenced due to the probe, the 

operator, the procedure etc.. 

 

Figure 4. Examples of possible PoD(s) curves [9] 
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The true corrosion condition state is only identifiable by replacement of con-

crete cover and visual inspection of the reinforcement. In general, owners will 

not agree to open a whole structure for evaluating the accuracy of an inspec-

tion method. As a solution to this problem a numerical approach is used for 

evaluating the PoD of potential mapping. 

1.3 Numerical modelling of potential fields 

Basically the corrosion processes inside an electrolyte and so the resulting 

potential distributions are controlled by two different physical laws. The first 

law is known as Ohms law (equation (3)). This law describes the flow of an 

electrical charge in a medium as a result of a potential field. The current den-

sity is proportional to the gradient of the potential and inversely proportional 

to the resistivity. The Laplace-equation (equation (4)) is the second law. This 

equation calculates the propagation of the potentials field under steady-state 

conditions. 

Ohms law:                         
1

i


  (3) 

Laplace-equation for the electrolyte: 

0   (4) 

with Φ potential [V] 

i


 current density [A/m²] 

ρ resistivity [Ωm] Anfang Namen. 

 

The Laplace equation is a partial differential equation of second order. An 

analytical solution for this equation can only be derived in case of certain ge-

ometries and boundary conditions. This is not possible for arbitrary geome-

tries; one has to use numerical means to calculate an appropriate 

approximation [15]. 

The kinetics of the chemical reactions at the interface between concrete and 

steel can be quantified by current density-polarization-curves (equation (5)). 

)(fiN   (5) 

with iN current density [A/m²] Anfang Namen.  

These curves describe how much current is produced or consumed at the steel 

surface as a function of potential. These functions are usually non-linear and 

represent the boundary conditions for the solution of the Laplace-equation. 
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They can be obtained by experimental testing. Usually the polarization curves 

are different for active and passive areas of the reinforcement.  

The advantage of numerical simulation is that the corrosion condition of nu-

merical models can be varied. The presented numerical calculations are real-

ized with the Boundary Element Method software BEASY [17]. This 

simulation software is validated in [6], [8] and [13].  

2 Probability of detection of potential mapping 

2.1 Numerical model 

One of the most important chloride exposed construction component is a rein-

forced concrete plate like a bridge deck or a garage ceiling. Therefore it was 

decided to model the probability of detection of a plate first. That’s why the 

numerical model is comparable to a section of a reinforced concrete plate. 

The dimension of the numerical model has to be bigger than the expansion of 

the macro cell element of the corrosion process. This condition is fulfilled 

when no corrosion current takes place at the model boundary. Otherwise the 

modelled corrosion process would be limited by a lack of cathodic areas and 

this case isn’t realistic for plates. 

The expansion of the macro cell element is approximately 1.0 m according to 

Warkus [13]. The anode area is located at the centre of the model. So taking 

into account the expansion of the macro cell element the quadratic numerical 

model has a side length of 2 m. The model contains four reinforcement layers 

with a diameter of 10 mm and a rod distance of 20 cm. Figure 5 shows the 

numerical model. 

 

Figure 5. Numerical model of the section of a reinforced concrete plate (left), 

with elements (right) 

It is modelled only a quarter of the plate to take the advantage of the model 

symmetry. Figure 6 presents a typical result of a numerically simulated poten-

tial field.  
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Figure 6. Numerical determined potential field of the quarter section of a rein-

forced concrete plate 

Polarization curves are input parameters to simulate the electrochemical be-

haviour at anodic and cathodic areas at the metal surface. The chosen polari-

zation curves were taken from literature [1]. The polarization curves were 

determined potentiodynamically with a velocity of 1 mV/s. According to the 

climate of exposed structures the anodic polarization curves of 76 % relative 

humidity and 10°C were chosen. The cathodic polarization is dependent on 

the oxygen availability at the reinforcement and the oxygen availability is cor-

related to the humidity. Concrete is not a homogenous electrolyte and the hu-

midity changes from place to place. So four different cathodic polarization 

curves (100 %, 93 %, 76 %, 66 % RH) were distributed over the numerical 

model. The mean driving potential averages 380 mV according to [16]. 

Several factors are influencing the potential field measurement [6] and so the-

se factors are also influencing the probability of corrosion detection. The in-

fluencing factors which can be analysed numerically are varied in this 

research according to Table 1. 

Table 1. Variation of the numerical input parameters 

Parameter Unit Variation  

Concrete cover 

Concrete resistivity 

Anode area 

mm 

Ωm 

cm² 

10, 20, 30, 40, 50 

100, 400, 700 

0.78, 1.56, 2.3, 3.1, 3.9 

 

 

 

The values for the concrete cover are in the range of real concrete covers from 

poor construction work up to structures which were built in accordance with 

the design standards. The concrete resistivity values represent structures ex-

posed to weathering with ordinary Portland cement CEM I as well as blast 

furnace cement CEM III [11]. The element size for the discretization of the 

numerical model determines the anode area variation. 

Besides all these influencing material parameters the procedure of the poten-

tial mapping especially the grid size and the grid size combination have to be 
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taken into account. It is evaluated if the reference electrode is placed directly 

above the anode or as far as possible. The grid size combination is also rele-

vant for the probability of detection. The grid size X x X_Y appendix “Y” 

indicates the position between anode and reference electrode. The appendix 

“0” means that the reference electrode is placed directly above the anode 

(Table 2). 

Table 2. Parameters of the evaluation of the grid size 

Parameter Unit Variation Distance anode –  

reference electrode 

Grid size 

 

X x X_0 

X x X_1 

X x X_2 

X x X_3 

cm² 

 

cm² 

cm² 

cm² 

cm² 

5 x 5; 10 x 10;  

15 x 15; 25 x 25 

 

 

0 

5 

10 

15 

The guideline B3 [3] of potential mapping recommends a standard grid size of 

0.25 x 0.25 m² and at most a grid size of 0.5 x 0.5 m². In the technical bulletin 

of SIA [14] grid sizes are between 0.15 x 0.15 m² and 0.25 x 0.25 m² for field 

measurements. RILEM [12] states grid sizes of 0.15 x 0.15 m². These grid siz-

es are recommended for the reason that even small corroding areas can be de-

tected with potential mapping. But a quantitative investigation about the ideal 

grid size in dependence of material condition is missing in literature. That’s 

why a huge range of grid sizes is analysed.  

2.2 Numerical evaluation of PoD 

The evaluation of the simulated parameter study is performed by the follow-

ing procedure. The elements from the surface of the model, which are situated 

directly above the anode, were defined as indicators of corrosion – True state 

(see Figure 3). Than the potentials from the surface was analysed like shown 

in Figure 2 and the threshold potential is determined to Uthreshold = -180 mV. 

Than the decision of the threshold potential was compared to the true state of 

the model. This comparison was made with each surface element. 

Figure 7 summarises the PoD values in dependence of the chosen grid sizes 

(5 x 5; 15 x 15; 25 x 25 cm²) with resistivity R = 400 Ωm and concrete cover 

dc = 50 mm. 
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Figure 7. PoD in dependence of the grid size: Resistivity R = 400 Ωm, con-

crete cover dc = 50 mm 

The PoD value is always 0 or 1. Under the simulated conditions the PoD of 

potential mapping is a perfect PoD curve according to [9] (Figure 4 left).  

The PoD values strongly depend on the grid size. The detectability of corro-

sion decreases with increasing grid size. Anode areas with 1.56 cm² are de-

tectable if the reference electrode is placed above the location of corrosion 

(grid size combination X x X_0). But with increasing grid size and increasing 

distance between reference electrode and anode the corroding areas in the 

simulated range cannot be indicated.  

Figure 8 shows the PoD results with varying concrete resistivity. 

  

Figure 8. PoD in dependence of the resistivity: concrete cover dc= 40mm, grid 

size 15 x 15_0 cm² (left side); 15 x 15_1 cm² (right side) 

15x15_0 15x15_1 



Kessler & Gehlen: Probability of corrosion detection with small anodes 

136 

The detectability of anode areas decreases with low concrete resistivity 

(100 Ωm). Anode areas lower or equal than 1.56 cm² cannot be detected when 

the resistivity is 100 Ωm even when the reference electrode is placed directly 

above the anode. If the resistivity is higher than 400 Ωm its impact on the 

PoD is negligible. This effect can be explained due to the expansion of the 

potential field in concrete. If the resistivity is low more cathodic areas will be 

activated further away from the anode. As a conclusion the equipotential lines 

are very flat and the potential gradient on the concrete surface is relatively 

weak. Conversely, high resistivity leads to pronounced gradients at the con-

crete surface and to a better PoD. So, with lower resistivity a smaller grid size 

is required to achieve a high detectability.  

The following Figure 9 presents the PoD in dependence of the cover depth. 

  

  

Figure 9. PoD in dependence of the concrete cover: resistivity R = 100 Ωm 

(above), R = 700 Ωm (below) grid size 15 x 15_0 cm² (left side); 

15 x 15_1 cm² (right side) 

The PoD values also depend on the concrete cover. But this effect has minor 

impact and is connected to the concrete resistivity. The detectability arises 

with smaller concrete cover and higher concrete resistivity. So the influence 

of the concrete cover is only noticeable with lower concrete resistivity.  

15x15_1 
100 Ωm 

15x15_0 
700 Ωm 

15x15_1 
700 Ωm 
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3 Conclusions and outlook 

This paper presents a numerical approach to evaluate the probability of detec-

tion of small anodes with potential mapping. The probability of detection is 

analysed in dependence of concrete cover, concrete resistivity, grid size and 

grid size combination.  

Under the simulated boundary condition the PoD seems to be a perfect one its 

values are always 0 or 1. It wasn’t always possible to achieve PoD(s) = 1 with 

the simulated variations. So, bigger anode areas have to involve in the numer-

ical evaluation to determine all PoD boundaries.  

Major influence on the PoD has the grid size and the grid size combination. 

The PoD values increase with smaller grid size and with lower distance be-

tween anode area and reference electrode. The impact of the concrete resistiv-

ity is negligible for high resistivity. But low resistivity leads to poor 

detectability. The concrete cover has only an impact in combination with low 

resistivity. As a result the measurement procedure is more important than the 

concrete characteristics. The results from this numerical parameter study 

show, that a grid size of 10 x 10 cm² is reliable to detect small anode areas 

under the chosen boundary conditions for low resistivity and a grid size of 

15 x 15 cm² for high resistivity. But for all investigating structures the ques-

tion arises: which anode area has to be detected because of its risk for the load 

bearing capacity? When the engineer has solved this question he can adapt the 

necessary grid size in dependence of the concrete characteristics.  

In the used numerical model the concrete properties like resistivity or con-

crete cover are totally homogenous. But in reality no concrete has this charac-

teristic. It is assumed that with increasing inhomogeneity the probability of 

detection decreases and the PoD of a perfect inspection changes into an im-

perfect one. 

Besides the varied factors other influencing factors like the rod distance, 

structural geometries (columns, walls) or carbonated layers have to be inves-

tigated.  

For reasons of simplicity as a preliminary test case it was considered one sin-

gle anodic area. Now, it has to be investigated the interaction of different an-

ode areas in one system and their resulting potential field. The following 

question rises up: Is the probability of detection of potential mapping sensi-

tive enough for small anodes, when several anodes are in the neighbourhood? 

Naturally the PoD has to be validated at existing concrete structures in the 

next step. The final aim is to describe the probability of detection of potential 
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mapping mathematically in dependence of their most influencing parameters. 

When this aim is achieved it simplifies the updating of service life prediction 

with potential mapping data. 
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Abstract: The development of a design code of practice for concrete water retaining 

structures (WRS) in South African is presently underway, along with the revision of 

the code of practice for reinforced concrete structures (SANS 10100). This paper 

discusses part of the research undertaken in the development of the new design code 

for WRS, namely, the serviceability limit state of cracking due to loads and/or 

restrained deformations. The basic crack model considered here is that utilized by 

Eurocode EN1992-1-1 (2004) and EN1992-3 (2006) which predicts the maximum 

crack width using a basic compatibility relationship between strain and cracking. 

This crack width is then compared to a limiting crack width value. A reliability 

model for load-induced cracking is presented in this paper using the EN1992 crack 

model applied to South African conditions. The influence of the variables, including 

model uncertainty on the reliability of the crack model is investigated. 

1. Introduction 

This paper presents a portion of the research carried out in the development of a 

South African design standard for water retaining structures (WRS). South African 

designers currently use the British codes in the design of reinforced concrete 

water-retaining structures (WRS) as a South African design code for WRS does 

not exist at present.  

 

As the serviceability limit state (SLS) of cracking tends to be dominant in the 

design of WRS, with failure to meet this limit state resulting in a loss of function of 

the structure, a reliability model was developed to assess the EN1992 crack model 

[5] for cracking due to loading effects applied to South African conditions, using 
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the First Order Reliability Method (FORM). This paper presents the investigation 

of the parameters of the reliability model for cracking in reinforced concrete. Two 

cases of load-induced cracking were considered, namely, those due to pure tension 

and pure bending. SANS10160-2011[12] was referred to in determining the loads 

and serviceability reliability levels for the crack model, with SANS10100-

2000[10] used as the basis for the material properties used in the model. The 

reliability crack models were set up and analysed using Microsoft EXCEL. 

2. Development of reliability models for tension and flexural cracking 

Limiting crack width 

The current practice in designing WRS for SLS cracking in South Africa using 

BS8007 [3] is to specify a limiting crack width of 0,2 mm. A limit of 0,1 mm may 

also be used, for aesthetic concerns. EN1992-3[6] specifies limits from 0,2 mm  to 

0,05mm depending on the hydrostatic ratio of depth of water to wall thickness 

(hD/h) for cracks passing through the section and where the existence of a 

compression zone cannot be guaranteed. Therefore the results of reliability 

analyses with crack widths of 0,2 mm, 0,1 mm and 0,05mm are presented here. 

Structural configuration of models for tension and flexural cracking 

Representative structural models were used for both serviceability pure tension and 

flexural cracking in a WRS. The load case considered was for a permanent load 

due to hydrostatic pressure to SANS10160-2011 [12].  

2.2.1 Example of pure flexure in a WRS 

For the flexural case, consider a 1 m section of wall of a rectangular reinforced 

concrete water-retaining structure, designed as a vertical cantilever. The wall is 

subject to flexure about a vertical axis due to water pressure. The maximum liquid 

load is Lk = H. γw where γw is 9,81 kN/m
3
. The wall height (H) was taken as 5m 

and 7m, resulting in water pressures of 49,1 and 68,7 kN/m
2
 per m of wall and 

corresponding maximum bending moments of  204,6 and 401,0 kNm. 

 

2.2.2 Example of pure tension in a WRS 

For the tension case, a 1 m section of wall in a circular reservoir is considered. The 
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wall is subject to hoop tension due to water pressure (Lk) in the horizontal plane. A 

reservoir diameter of 28 m is selected. The maximum nominal tensile forces of 

686,7kN and 961,4 kN for wall heights of 5 m and 7 m, respectively, is obtained.  

Development of limit state equation for reliability crack model 

The first step in setting up the reliability model for cracking using FORM was to 

define the limit state (LS) equation. The SLS criterion for cracking will be met if 

the calculated crack width is less than the specified crack width limit. Thus the LS 

equation is: 

g = wlim – θ.wm (1) 

where wlim is the limiting crack width, θ is model uncertainty and wm  is the crack 

width.  The crack width, wm, is determined from the basic compatibility equation,  

wm = Srm . εm (2) 

where Srm is crack spacing and εm  is average strain.  

The crack spacing Srm is determined from the equation developed for EN1992, as 

described by BEEBY et al [1]: 

Srm = 2c + 0,25k1k2φ /ρp,eff (3) 

where c is concrete cover, k1is a coefficient for high tensile reinforcement bond, k2 

is a coefficient for stress distribution, φ is bar diameter and ρp,eff is the effective 

reinforcement ratio. 

 

The average strain for reinforced concrete as given by EN1992 [5] is: 

 

where εsm is steel strain, εcm is concrete strain, σs is steel stress, Es is the steel 

modulus of elasticity, kt is a coefficient for duration of loading, fct,eff  is effective 

concrete tensile strength and αe is the modular ratio, Es/Ec,eff. The modular ratio, 

αe, is the ratio Es/Ec where Ec is the effective concrete modulus. The effective 

reinforcement ratio is defined as: 

ρp, eff = As/ Act,eff  = As/( b.hc,eff) (5) 

where As  tension reinforcement area, Act,eff is the effective area of concrete in 

tension, b is the cross sectional width and hc,eff  is the effective depth of concrete in 

tension. 
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The effective depth of concrete in tension, hc, eff, as defined by EN1992 [5], is the 

lesser of either (h – x)/3, h/2 or 2,5(h - d). In the flexural cracking case, (h – x)/3 

was found to be limiting, while in the tension cracking case, the limiting equation 

was dependent on the combination of section thickness (h), concrete cover (c) and 

bar diameter (φ), being either h/2 or 2,5 (c + φ/2). Thus, as the former equation is 

in terms of the basic variable section thickness only and the latter in terms of the 

basic variable cover (and independent of section thickness), two reliability models 

were set up for tension cracking.  

 

The equations (1) to (5) are expressed in terms of the basic random variables of 

section thickness (h), concrete cover (c), liquid load (Lk) and concrete tensile 

strength (fct,eff ). 

 

2.4 Parameters of the reliability crack model 

Typical values used for the parameters of the reliability model were obtained from 

current industry practices in South Africa [13]. Statistical data was obtained from 

sources such as the JOINT COMMITTEE FOR STRUCTURAL SAFETY [8] and 

HOLICKY [7]. Table 1 summarises the statistical data used for all parameters in the 

reliability models for tension and flexural cracking. The reinforcement area (as a 

deterministic value) was used as the basis for comparison. 

 

The database for model uncertainty with regard to concrete cracking is very small, 

so some assumptions were made based on the available information. A general 

value used for the model uncertainty coefficient of variation (CoV) is 0,1 in 

structural reliability models, as used by HOLICKY [7], and was taken to be the 

lower limit and the reference level. A maximum value of 0,3 has been suggested in 

research as being appropriate to cracking in reinforced concrete beams by QUAN et 

al [9] and was therefore considered here to be the maximum limit. To investigate 

the effect of model uncertainty variation on the cracking models, reliability 

analyses were performed for a range of values for the CoV from 0,1 to 0,3.  

 

Level of Reliability, β 
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The level of reliability was measured using the FORM reliability index, β. The 

reference level in the study for β was 1,5, in keeping with that used by SANS10160 

[12] for the irreversible serviceability limit state of cracking for a design life of 50 

years. This is the same value as that recommended by EUROCODE [4]. 

Table 1:  Basic variables used in reliability crack model 

Variable 
 

Symbol 
 

Units 
 

PDF 
 

Characteristic 
Value 

Mean 
μx 

Std Dev. 
σx 

Height of wall H m Det 5 5 0 

Water pressure, Lk Lk kN/m
2 N 49.1 49.1 2.45 

Concrete cube strength fcu MPa Det 37 37 0 

Concrete cylinder strength fck MPa Det 30 30 0 

Concrete tensile strength fc,t MPa LN 2.00 2.89 0.55 

Concrete modulus (long term) Ec,eff GPa Det 13.7 13.7 0 

Steel modulus Es GPa Det 200 200 0 

Concrete modulus (SANS10100)  Ec GPa Det 27.4 27.4 0 

Concrete creep factor ϕ - Det 1 1 0 

Reinforcement diameter φ mm Det 20 20 0 

Reinforcement area  As mm
2 Det varied varied 0 

Wall thickness h mm N 250 - 450 250 - 450 2.5 - 4.5 

Wall width b mm Det 1000 1000 0 

Cover c mm LN 40 40 6 

Limiting crack width wlim mm Det 0.2 /0.1/0.05 0.2 /0.1/0.05 0 

Model Uncertainty θw - LN 1 1 0.1-0.3 

Note:  LN = log-normal PDF, N = normal PDF, Det = deterministic value.  

Concrete strength to SANS0100 as cube strength, fcu (fck ~ 0,8 fcu) 

3. Results and discussion 

Flexure 

The results of the reliability analysis for flexural cracking showing the influence of 

the parameters of section thickness, crack width limit, liquid load and model 

uncertainty are presented as the required amount of steel to achieve the target 

reliability. Table 2 is a summary of selected data obtained from the analysis of the 

flexural model for a reliability index, β, of 1,5. 

 

Table 2. Summary of reliability analysis data for flexural cracking for β of 1,5 
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H 
(m) 

wlim 

(mm) 
h 

(mm) 
CoV 

θ 
%As 

 

5 0.20 250 0.10 1.43 

5 0.20 450 0.10 0.372 

   0.15 0.375 

   0.20 0.377 

   0.25 0.383 

   0.30 0.387 

5 0.10 450 0.10 0.61 

   0.15 0.62 

   0.20 0.63 

5 0.05 450 0.10 1.06 

   0.15 1.08 

   0.20 1.12 

7 0.20 450 0.10 0.93 
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3.1.1 Influence of section thickness, h 

Referring to Figure 1, the gradients of the graphs steepen as section thickness 

increases.  

 

Figure 1. Effect of wall thickness on variation of reliability with reinforcement area (wlim 0,2mm) 

A given reinforcement will then result in a higher β for the thicker sections. 

Conversely, less reinforcement would be required for a 450 mm section than a 250 

mm section to achieve the same level of reliability, with an associated small 

increase in cost. An optimisation process could be performed to determine the best 

combination of reliability and geometry. Section thickness is not considered to a 

dominant variable for the reliability of thicker sections under flexural loading. 

3.1.2  Load due to water pressure, Lk 

The height of the wall, H, and thus the liquid load have a large influence on the 

physical crack model as the bending moment is proportional to the liquid load by 

H
2
 and to wall height by H

3
. In addition to the reliability analyses for a depth of 

water of 5 m, analyses were performed for a 7m wall height. Referring to Figure 2 

and considering the steep gradients of the reliability curves, reliability can be 

improved for the wall heights considered, and therefore liquid load, for a relatively 

low cost of increasing the reinforcement area. 
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Figure 2. Influence of Load on reliability (wlim 0,2 mm) 

 

3.1.3 Influence of model uncertainty, θ 

Referring to Table 2, reliability decreases with increasing model uncertainty, 

although the increase is small for flexural cracking. Therefore, it can be concluded 

that model uncertainty does not appear to have a great influence on reliability in 

this case. Figure 3 illustrates this point for a crack width limit of 0,2 mm. However, 

it was noted that the model uncertainty has a somewhat greater influence as the 

crack width limit decreases.  
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Figure 3. Influence of model uncertainty on reliability for flexural cracking (wlim 0.2mm). 

3.1.4 Influence of crack width limit, wlim 

The South African industry generally uses a 0,2 mm crack width limit for WRS. 

With the possibly of a more onerous crack width limit of 0,05 mm specified by 

Eurocode, it was desired to determine the effect of this lower limit on the reliability 

and thus the design of WRS. Referring to Table 2, the level of reliability was found 

to decrease considerably with a decreasing crack width limit for a given 

reinforcement quantity and model uncertainty CoV. Reducing the crack width limit 

from 0,2 mm to the more onerous value of 0,05 mm set by EN1992-3 (a decrease 

by a factor of 4) will result in an increase in the reinforcement required by a factor 

of about 2,8 for flexural cracking. 

 

Reliability sensitivity to the crack width limit increases as the crack width limit 

decreases. Referring to Figure 4, the graphs have decreasing gradients as the crack 

width limit decreases. This means that a change in %As will result in a smaller 

change in reliability for a crack width limit of 0.05 mm than for a limit of 0.2 mm. 

Conversely, therefore, a smaller limiting crack width will require a greater increase 

in reinforcement to achieve the same increase in reliability at a larger crack width.  
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Figure 4. Influence of crack width limit on reliability for flexural cracking (h 450mm) 

Tension cracking 

The tension cracking model was found to have two possible formulations, 

depending on the EN1992 limiting equation for the effective depth of the tension 

zone (hc,eff), namely, h/2 or 2,5 (c + φ/2), which in turn depends on the combination 

of cover, bar diameter and wall thickness chosen. The results for the tension 

cracking model are therefore presented in terms of influence of the effective depth 

of the tension zone, the limiting crack width and model uncertainty.  

 

3.2.1 Influence of effective depth of tension zone, hc,eff 

To evaluate which equation applies, hc,eff was calculated  for various values of 

cover, bar diameter and wall thickness. The results are presented in Table 3. In 

terms of the reliability analysis of the EN1992 crack equation for tension loading, 

section thickness, h, and cover, c, are basic random variables whilst bar diameter is 

taken as a deterministic value. The effective depth of the tension zone determined 

by h/2 is independent of cover and bar diameter. Bar diameter and cover then only 

appear directly in the EN1992 crack equation, both variables having a limited 

effect on the reliability model. However, if the effective depth is determined using 

2,5(c + φ/2), the effective depth of the tension zone is expressed in terms of cover 

(as a random variable) and bar diameter (deterministic value). 
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Table 3: Calculation of effective depth of the tension zone, hc,eff, for tension cracking 

 Bar dia 16 mm Bar dia 20 mm Bar dia 25 mm 

Cover 

(mm) h d h/2 2,5(h-d) d h/2 2,5(h-d) d h/2 2,5(h-d) 

40 

250 202 125 120 200 125 125 197.5 125 131.25 

300 252 150 120 250 150 125 247.5 150 131.25 

350 302 175 120 300 175 125 297.5 175 131.25 

400 352 200 120 350 200 125 347.5 200 131.25 

450 402 225 120 400 225 125 397.5 225 131.25 

500 452 250 120 450 250 125 447.5 250 131.25 

50 

250 192 125 145 190 125 150 187.5 125 156.25 

300 242 150 145 240 150 150 237.5 150 156.25 

350 292 175 145 290 175 150 287.5 175 156.25 

400 342 200 145 340 200 150 337.5 200 156.25 

450 392 225 145 390 225 150 387.5 225 156.25 

500 442 250 145 440 250 150 437.5 250 156.25 

Note: values in bold are the limiting effective depth of the tension zone in concrete. 

The cover has a greater influence on the reliability model. The latter limiting 

equation and the calculated crack width are independent of h. The reliability model 

is therefore influenced by which equation is limiting. Generally, 2,5(c + φ/2) tends 

to be the limiting equation, particularly for thicker sections. However, there are 

some combinations of section thickness, cover and bar diameter which result in the 

same value for hc,eff calculated by both equations. Referring to Table 3, this occurs 

for the combination of a 250 mm section thickness, a 20 mm bar diameter and 40 

mm cover, for example, giving an hc,eff of 125 mm for both equations. FORM 

analyses were performed using these values at a crack width limit of 0,2 mm. The 

results of these analyses are illustrated by Figure 5 showing the variation of the 

reliability index with %As for hc,eff determined using h/2 and 2,5(c + φ/2). 

 

The effective depth, hc,eff, determined using 2,5(c + φ/2) results in a higher 

reliability for a given reinforcement area than using h/2. For example, referring to 

Figure 5, at a %As of 1,55, reliability levels of about 1,7 and 1,5 are obtained for 

hc,eff determined using 2,5(c + φ/2) and h/2, respectively. Conversely, for a given 

reliability, using 2,5(c + φ/2) requires less reinforcement than if hc,eff = h/2 is used. 

At a β of 1,5, values of about 1,52% for hc,eff = 2,5(c + φ/2) and 1,55% for hc,eff = 

h/2 are obtained. Thus, the equation h/2 results in the crack width model being 

more conservative than 2,5(c + φ/2) and more sensitive to changes in the amount 

of reinforcement provided, as evident from the flatter gradient of the graph in 

Figure 5. Hence it can be concluded that the manner in which hc,eff is determined 

has an effect on the reliability of the crack model for tension cracking. 
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Figure 5. Influence of hc,eff on the reliability of the tension crack model (h 250 mm, wlim 0.2 mm) 

 

3.2.2 Influence of model uncertainty 

Model uncertainty has a greater effect on the reliability of the tension cracking 

model than on the flexural case, with a greater decrease in the graph gradients and 

thus in the relative decrease in β for a given %As as model uncertainty variation 

increases, as is shown in Figure 6. 

 

Figure 6. Effect of model uncertainty on reliability for tension cracking (w 0.2 mm, h 450 mm) 
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The graphs intersect at a β of about 0,30 and a 0,75 %As. The sensitivity of 

reliability increases as model uncertainty increases above β of 0,30. Results for the 

required steel for β of 1,5 for various cases investigated are summarized in Table 4. 

The analysis was performed using 2,5(c + φ/2) for hc,eff . 

Table 4: Influence of crack width and model certainty on reliability for tension cracking 

wlim 

(mm) 
Cov of θ %As 

0.2 0.10 0.84 

 0.15 0.86 

 0.20 0.88 

 0.25 0.90 

 0.30 0.93 

0.1 0.10 1.22 

 0.15 1.24 

 0.20 1.28 

0.05 0.10 1.76 

 0.15 1.78 

 0.20 1.82 

 

3.2.3 Influence of crack width limit 

The influence of the crack width on reliability for tension cracking is illustrated by 

Figure 7 which shows the variation of reliability with %As for a 450 mm wall 

thickness and a decreasing crack width limit from 0,2 mm to 0,05 mm. The graphs 

for each crack width are approximately linear, with the gradient decreasing as the 

crack width decreases, as in the case of flexural cracking.  

 

Referring to both Figure 7 and Table 4, there is a substantial increase in 

reinforcement required to achieve the same level of reliability as the limiting crack 

width decreases for tension cracking. It can be concluded that the crack width limit 

has a substantial influence on the level of reliability for tension cracking. Reducing 

the crack width limit from 0,2 mm to the more onerous value of 0,05 mm set by 

EN1992-3 (a decrease by a factor of 4) results in an increase in the reinforcement 

required by a factor of about 2,1 at a reliability level of 1,5 and model uncertainty 

cov of 0,1. 

 



McLeod, Wium & Retief: Investigation of reliability model for cracking in South African reinforced concrete water retaining 

structures 

154 

 

Figure 7. Effect of crack width limit on reliability for tension cracking (h 450 mm) 

4. Conclusions 

Summarising from the results and discussion: 

 The crack width limit has a significant effect on the probabilistic model. As 

the crack width limit is reduced, the reinforcement required increases and 

the reliability, and therefore the performance of the structure, decrease. In 

addition, reliability sensitivity is less for smaller crack widths with a 

greater increase in reinforcement required to improve reliability. 

 Model uncertainty treated here parametrically does have an effect on the 

reliability of the model, particularly for the tension cracking case. A 

comparison of the reliability analysis to experimental data on flexural and 

tension cracking needs to be done to improve the statistical data for crack 

widths and model uncertainty.  

 The reliability model for tension load cracking is influenced by the limiting 

equation for the effective depth of the tension zone, hc,eff which, in turn is 

dependent on the geometry of the member considered, in particular the 

combination of section thickness, bar diameter and cover chosen.  
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Abstract: In this paper we argue that behavioural phenomena are at the heart 

of improvements that risk modelling requires to overcome the weaknesses that 

have been laid bare in the credit crisis. These behavioural aspects need to be 

addressed both in the models themselves and in the processes around the use of 

the models.  

1 Introduction  

The credit crisis in 2007/2008 is closely connected to risk models and, in par-

ticular, the use of these models in the financial sector. On the one hand are 

risk models seen as one of the causal factors for the crisis, on the other hand is 

the impact of the credit crisis profound on the modelling landscape. In this 

paper, we will touch upon the most important issues that have become appar-

ent from the credit crisis that are related to the models. We will argue that an 

important concept that is required to solve these issues is the understanding of 

behavioural aspects related to how people act under uncertainty. 

This is important because one of the consequences of the credit crisis is that 

decision makers in financial institutions (but, in particular, also in the political 

surroundings thereof) have lost confidence in the statistical toolkit, thereby 

relying stronger on their intuitions and gut feelings. One can only question 

whether or even when this approach will lead to new disasters. In stark con-

trast with the above we find that regulators and supervisors are continuously 

and quickly increasing the pressure on financial institutions to lift their stand-

ards of risk modelling. These contrasting views are already an enormous chal-

lenge for risk modellers and risk managers, but it is even enlarged by another: 

the current macro-economic climate, with its extremely volatile financial 

markets and uncertainty (e.g. in the Eurozone). This situation is located on the 



Riebeek: Challenges in modelling in banking: bahaviour 

158 

extreme end of existing risk models, where data is scarce and confidence in-

tervals are difficult to determine.  

The science of behavioural economics is not new, but has gained popularity 

over the last years. The ground breaking research in this area was done by the 

duo of Amos Tversky and Daniel Kahneman, the latter of them, as a psy-

chologist, receiving the Nobel prize for economics for their research in this 

area in 2002. It must be mentioned that already Keynes was very aware that 

economics was a behavioural science. It may even be said that a lot of the 

problems that led to the credit crisis were the result of the trend in economics 

to consider the economy as an ergodic system, thereby being able to use 

“physics resembling” mathematical models to describe the economic reality. 

Recently, Kahneman published an excellent book that brings forward the 

whole field of behavioural aspects of judgement and action under uncertainty 

in an uncomplicated fashion without sacrificing the required nuancing depth. 

The application of behavioural aspects in finance were pioneered by Hersh 

Shefrin, see e.g. [8]. 

In the following chapters we will treat three important topics for risk model-

lers to address in the world after the credit crisis.  

First, we will look at why, when using the models developed to estimate the 

risks of financial instruments, the risks in the financial world could build up 

with the collapse of Lehman Brothers and its aftermath as a result. We will 

see that excessive optimism, overconfidence and, possibly, loss aversion were 

key ingredients and that understanding these phenomena is necessary to write 

a “manual” for any financial risk model. 

Second, we will look at the risk types that are the current focus of modelling 

in financial institutions and conclude that more emphasis should be put in 

modelling operational risk and strategic risk. Currently, both these risk types 

are measured with a strong use of expert opinion. It is clear that debiasing 

these expert opinion (especially when performed in groups) is key. Further-

more, both risk types are caused by actions and interactions and beliefs of 

people: another clear reference for applying behavioural aspects. 

Third, we will take a look at risk management in extreme (crisis) situations. In 

almost all cases we see that group dynamics take over from rationality. Un-

derstanding how this works will be necessary to understand and predict the 

current economic situation and to act wisely. 
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2 Failed Models or Failed Model Use 

If the credit crisis has taught us one thing, it is that models are used by hu-

mans and made by humans. Finding the boundaries and holes of models, 

tweaking models, “gaming the system”, ignoring model constraints, misusing 

models outside of the context are all part of real corporate life, as well as giv-

ing in to pressures to implementing unsound statistics and cleaning calibrating 

data from undesirable elements. 

Stories exist all over the place of managers demanding models to provide 

more optimistic results and risk managers and their modelling teams giving in 

to these demands or, if not, being fired. It is clear that many AAA-rated fi-

nancial products were not that risk-free and that capital models were underes-

timating the capital required to protect the company against insolvency with a 

99.95% or 99.98% confidence level. Note that this 99.9x% already in itself is 

a difficult notion to get a mental grasp on and that it is often explained as a 1 

in 2000 years event. In terms of ordinary people this translates to extremely 

unlikely or, better said, too unrealistic to feel the need to prepare for. Remem-

bering that 2000 years ago we were in the times of the Roman Empire and so 

many unpredictable revolutions happened afterwards, this should also not 

come as a surprise.  

Banks, insurance companies, investors, regulators and supervisory bodies all 

relied heavily on these (economic) capital models and the Basel II regulation 

made it possible to use internal models in an attempt to make regulatory con-

straints more risk sensitive. The fact that less required capital equals more 

profit (in the short term) is a strong incentive to construct models that reduce 

capital needs to a minimum. The before mentioned “1 in 2000 years” explana-

tion does not help to feel the need to suppress this incentive and the many pa-

rameters an internal and complex model has, can be used by the modeller to 

give companies the ability to play with capital models. 

It seems that regulators have overlooked or underestimated the adverse effects 

of the allowance of internal risk models to compute required capital, in par-

ticular of how it influences the behaviour of managers. It also seems that 

managers themselves have underestimated the risks of their companies’ strat-

egies. The literature suggests that this behaviour often comes from an illusion 

of control: overestimation of one’s own degree of control over potential ad-

verse situations.  

To protect the value of their profession, the key challenge for modellers in 

risk management is to unmistakably and comprehensibly define and describe 
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the intended use of the designed models, thereby including knowledge on po-

tential misuse. 

The current Basel III proposals (e.g. the introduction of leverage ratio and the 

return to core equity capital) show that regulators seek to use simpler, central-

ly designed models to determine the size of regulatory capital in banks. This 

will relieve risk modellers in those companies somewhat as their modelling 

efforts will less impact the amount of required regulatory capital. 

3 Models that matter 

Banks have traditionally focused their risk modelling efforts on their core 

processes: credit risk and, later, market risk. Regulation has followed these 

developments (in particular with the so called Basel agreements), the focus 

until recently being on credit risk and market risk. Only with the revision to 

Basel II ([1]) from 2006, operational risk has become another important topic 

of interest, with limited attention also for other risk types. It must be said that 

in practice modelling operational risk remains a difficult task. With the devel-

opment of Basel III also other risk types, such as liquidity risk, have gotten to 

the forefront. It is interesting to see whether these are indeed the most im-

portant risk types for a bank’s solvability. 

James Lam and others [6] have done research on why companies underper-

form. Their results are summarised in the table below: 

Table 1. Strategic risk identified as the major cause for financial distress (copied from [6]) 

Organization Research Methodology Key Findings 

James Lam & Associ-

ates (2004) 

 

 

 

 

 

The Corporate Execu-

tive Board (2005) 

 

 

 

 

 

Deloitte Research 

(2005) 

 S&P 500 (1982-2003) 

 One month stock price decline of 30% 

or greater relative to the S&P 500 

 

 

 

 

 Fortune 1000 companies (1998-2002) 

 Top 20% of companies with the great-

est market value declines 

 

 

 

 

 Thomson Financial Global 1000 

Companies (1994-2003) 

 One-month stock price decline rela-

tive to the Morgan Stanley Financial 

 61% were exposed to strategic 

risks 

 30% were exposed to opera-

tional risks 

 9% were exposed to financial 

risks 

 

 65% were exposed to strategic 

risks 

 20% were exposed to opera-

tional risks 

 15% were exposed to finan-

cial risks 

 

Among the 100 largest declines: 

 66 involved strategic risks 

 62 involved external events 

 61 involved operational risks 
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World Index  37 involved financial risks 

The conclusion that can be drawn from this research is that strategic risk and 

operational risk are the risk types that should require the most attention and 

that these are undervalued in the regulatory framework. 

One of the reasons for not including these risk types in the regulatory frame-

work is the apparent difficulty in modelling them. The difficulty lies for the 

larger part in the behavioural aspects of both of these risk types. These aspects 

can be seen in two parts of the modelling process. 

First, the decisions taken that lead to operational or strategic disasters often 

possess a behavioural character. As an example of strategic risks, we can 

think of the decision process to enter a new market or the decision to develop 

a new corporate image that can be marred by excessive optimism and overcon-

fidence. As examples of operational risks, we can think of the Barings/Nick 

Leeson disaster in 1995 and the enormous trading loss in the Jérôme 

Kerviel/Société Générale case in 2008 (see [9]) or, more recently, the JP 

Morgan case that were allegedly caused by a combination of sure loss aver-

sion and interactions between traders, back office and control functions. 

Second, the current practice of estimating the risks is the intensive use of ex-

pert opinions, often in group settings. In these workshop sessions, experts are 

asked to estimate likelihood and impact of a number of identified risks. Both 

the biases and heuristics of the experts as well as the group settings are a bowl 

full of behavioural problems that make the outcome of the estimates question-

able if there is no structural attention for the influence of these aspects on the 

outcomes. As examples we mention availability bias: the phenomenon that 

people overvalue information that is readily available (e.g. an incident that 

just occurred) and groupthink: the phenomenon that consensus leads to not 

exploring other paths of potential developments. 

In my opinion, these phenomena will have to play an important role in the 

development of models for these risk types, given the influence these have on 

the outcomes. 

4 Models in extreme situations 

After the Lehman Brothers collapse on September, 15
th
 2008, the financial 

markets are in a state of continuous high tension. The uncertainty of the cre-

ditworthiness of sovereigns, financial institutions and companies is perceived 

high and (therefore?) any newsflash and rumour has a high impact on market 



Riebeek: Challenges in modelling in banking: bahaviour 

162 

sentiment. This market sentiment is a typical subject of study of behavioural 

risk management. 

A common behavioural phenomenon in stress situations is for example sure 

loss aversion: people and financial institutions hold on to assets that have de-

creased considerably in value betting on the small chance that their value will 

increase again into profitable terrain, thereby seeing the asset values drop fur-

ther. 

A key element in (not) predicting this extreme situation has been the limited 

historic horizon (there are almost no known implementations that use data 

that goes all the way back to the great crash in 1929) that is being used in 

simulation and stress testing exercises that are often based on replaying his-

torical stress events, thereby limiting the influence of other types of potential 

events. We now see a move by regulation (e.g. EBA [4] and FED [2]) to rely 

more and more on stress testing. This development can be an important im-

provement of risk models as it may estimate extreme events more reliably. Of 

course, questions still exist around the methodology of stress testing. Some 

are mentioned in [7]. Again, a high level of human judgement is involved in 

designing and performing stress testing scenarios, which leads us back to the 

main theme of this paper.  

As a final remark, the Eurozone sovereign and financial sector problems of 

the last years have shown that politicians play an important role in the direc-

tion crises take. The impact of the dynamics of political discourse on the fi-

nancial markets is high. This political uncertainty is most often included in 

risk management by analysing several outcomes of scenarios into stress test-

ing exercises. Nevertheless, even though a company should be prepared for 

various outcomes of scenarios assigning probabilities to these scenarios, it is 

in practice a topic of heavy discussion. Therefore, the study of interactions of 

actors in negotiations (i.e. game theory) could be another topic of interest for 

risk modellers. It is suggested by [3] that probabilities of this type can be pre-

dicted with a reasonable level of confidence.  

4.1 Literature 

[1] Bank of International Settlements: Basel II: Revised International Capital Frame-

work, http://www.bis.org/publ/bcbsca.htm , 2006 

[2] Board of Governors of the Federal Reserve: Comprehensive Capital Analysis and 

Review 2012: Methodology and Results for Stress Scenario Projections, 

http://www.federalreserve.gov/newsevents/press/bcreg/bcreg20120313a1.pdf, March 

13, 2012 

[3] Bruce Bueno de Mesquita: The Predictioneer’s Game, 2009 

http://www.bis.org/publ/bcbsca.htm
http://www.federalreserve.gov/newsevents/press/bcreg/bcreg20120313a1.pdf


Moormann, Huber & Proske: Proceedings of the 10th International Probabilistic Workshop, Stuttgart 2012 

* The opinions expressed in this paper are the author’s and do not necessarily reflect the policy or position of 

ABN AMRO.   163 

[4] European Banking Authority: EU-wide stress testing, http://www.eba.europa.eu/EU-

wide-stress-testing.aspx  

[5] Kahneman, Daniel: Thinking, fast and slow, 2011 

[6] Lam, James: ERM and Corporate Strategy – Driving Business Performance through 

Risk Intelligence, webinar (July 17, 2012) 

[7] John Lester, Peter Reynolds, Til Schuermann, Dylan Walsh: Strategic Capital; De-

fining an effective real-world view of capital, 

http://www.oliverwyman.com/strategic-capital-defining-an-effective-real-world-

view-of-capital.htm,  2012 

[8] Shefrin, Hersh: Behavioral Corporate Finance – Decisions that Create Value, 2007 

[9] Shefrin, Hersh: Ending the Management Illusion, 2008 

http://www.eba.europa.eu/EU-wide-stress-testing.aspx
http://www.eba.europa.eu/EU-wide-stress-testing.aspx
http://www.oliverwyman.com/strategic-capital-defining-an-effective-real-world-view-of-capital.htm
http://www.oliverwyman.com/strategic-capital-defining-an-effective-real-world-view-of-capital.htm


Riebeek: Challenges in modelling in banking: bahaviour 

164 



Moormann, Huber & Proske: Proceedings of the 10th International Probabilistic Workshop, Stuttgart 2012 

165 

Resistance Factor Calibration 

of Drilled Shafts for Bridge Foundations 

D. Bach, P.H.A.J.M. van Gelder, K.J. Bakker, and J.K. Vrijling 

Delft University of Technology, Delft, The Netherlands  

 

Abstract: Calibrating resistance factors for drilled shafts is to insure safety 

degrees for foundation structures with high load effects from a superstructure 

system with target reliability levels. As this is accomplished under conditions 

of uncertainty, probabilistic analyses are necessary in the development of such 

probability-based design methods. A method for load and resistance factor 

design (LRFD) will be presented, and reliability-based methods for calibrating 

the resistance factors are described in this paper. Methods which consist of 

first-order second moment (FOSM), first-order reliability method (FORM), and 

Monte Carlo simulation (MCS) are used to calibrate these factors for 16 cases 

of calculation, which are based on a drilled shaft database covering various 

types of soil, resistance prediction methods, and construction methods. The 

resistance factors are determined for a set of assigned load factors to meet 

specified target reliability indices. Moreover, correlation analyses between the 

determined resistance factors which are calibrated according to reliability 

methods are also considered herein. Through obtained results, some extra 

findings are illustrated in this paper. 

1 Introduction  

The allowable stress design (ASD), also called the working stress design 

(WSD) method, has been used in civil engineering since the early 1800s. 

Under ASD, the design load, which consists of the actual forces applied to the 

piles, has to be less than the resistance divided by a single factor of safety. 

This method has several shortcomings, the most significant of which is that it 

does not provide a consistent framework for incorporating the individual 

sources of risk into the design. In fact, each component of the load and the 

resistance has a different level of variability and uncertainty. 
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In the 1950s, the demand for the more economical design of piles brought 

about the use of the limit state design (LSD) method. Two types of limit states 

are usually considered, ultimate limit state (ULS), and serviceability limit 

state (SLS). ULS pertains to structural safety and involves structural collapse 

or, in relation to piles, the ultimate bearing capacity of soils. SLS pertains to 

conditions, such as excessive deformations and settlements or deterioration of 

the structure that would affect the performance of the structure under 

expected working loads. The format of limit state design equations involves 

the application of partial factors to increase the loads and to decrease the 

resistances. This approach represents a fundamental improvement over the 

single factor of safety in ASD because the partial factors are applied directly 

to the uncertain quantities of loads and resistances. 

The partial factors were determined subjectively based on two criteria: (i) a 

larger partial factor should be applied to a more uncertain quantity; (ii) the 

partial factors should result in approximately the same dimensions as those 

from traditional practice. This approach did not satisfy one of the basic 

requirements of LSD because it is impossible to demonstrate the occurrence 

of each limit state (Brown et al. [6]). The next logical step in LSD has been to 

apply probabilistic reliability analysis to establish the partial factors, in order 

to account for the uncertainty and variability for loads and resistances. One of 

the advantages of this approach is that all components of the structure, 

including the foundations, can be designed to a uniform level of safety. The 

LSD method based on the probabilistic reliability analysis has been used 

increasingly with a new name as the load and resistance factor design (LRFD) 

method, in which the partial factors applied to loads are termed load factors 

and those applied to resistances are resistance factors. Each resistance factor 

is the product of a calibration study in which a limit state function (LSF) is 

evaluated to predict a specific component of resistance (e.g., side or base or 

both types of resistance) to a specified target reliability level. 

As described by Withiam et al. [13], calibrating load factors and resistance 

factors can be carried out by the use of: (i) judgment; (ii) fitting to other codes 

or past practice; (iii) reliability-based analysis; or (iv) a combination of 

approaches. Only the third approach, reliability-based analysis, satisfies the 

objective of LSD, and establishes load and resistance factors to achieve a 

defined target reliability level. Several comprehensive works based on the 

reliability analysis were conducted for the resistance factor calibration, for 

example, FOSM was used by Barker et al. [5], FORM was used by 

Paikowsky et al. [12] and MCS was utilized in the works of Allen et al. [2] 

and Abu-Farsakh and Yu [1]. 
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In this paper, resistance factors are calibrated according to different 

reliability-based methods. A database, which involves sixteen cases of 

calculation of axially loaded drilled shafts, is collected and computed under 

the ultimate limit state for strength I. Each case is represented by a soil type, a 

resistance prediction method and a construction method. The resistance 

factors are calibrated with specified target reliability levels and different span 

lengths of bridges. From the obtained results, the relationships between 

resistance factors and statistical parameters of the resistance are formulated. 

Furthermore, the correlations between resistance factors calibrated by 

reliability methods are presented and discussed as well. 

2 Reliability-Based Design Methods 

According to Ayyub et al. [4], there are two primary approaches for the 

reliability-based design: (i) load and resistance factor design (LRFD); and (ii) 

direct reliability-based design. The LRFD approach is called the level I 

reliability method. Level I reliability methods use partial safety factors 

(PSF's) that are reliability based; but the methods do not require explicit use 

of the probabilistic description of the random variables. The direct reliability-

based design approach can include level II and/or level III reliability methods. 

Level II reliability methods (e.g. FOSM, FORM) are based on the moments 

(mean and variance) of random variables, and sometimes, with a linear 

approximation of non-linear limit state functions. Level III reliability methods 

such as numerical integration according to the Riemann procedure, MCS, use 

the complete probabilistic characteristics of the random variables. 

2.1  Reliability-based design philosophy 

The reliability-based design procedure requires defining limit state functions 

that correspond to limit states for significant failure modes. A general form 

for the limit state function for a structural component is given by: 

 (1) 

Where g is the limit state function, R is the resistance (or strength), and Q is 

the load effect on the structural component. The failure is defined in the 

region where g is less than zero or R is less than Q, that is g < 0 or R < Q. 

Whereas, the safety is defined in the region where g is greater than zero or R 

is greater than Q, that is g > 0 or R > Q. 

The reliability-based design approach assumes the resistance R and the load Q 

to be random variables. The frequency distributions, permanently called the 
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probability density functions (PDF's), of random variables are shown in Fig. 

1.  

 

Figure 1. Reliability concepts: distribution of load and resistance, probability of failure and 

reliability index. 

If R is greater than Q, there will be a safety margin. However, unless R is 

greater than Q by a large amount, there is always a probability that Q may 

exceed R. This is illustrated by the shaded area in Fig. 1 where the two curves 

for R and Q overlap. Because of the variability in both resistance and load 

effects, there is always a probability of failure, Pf, that can be defined as: 

 (2) 

The probability of safety (or reliability), Ps, is given by the following 

expression: 

 (3) 

The probability of failure can also be expressed conveniently in terms of a 

reliability index, denoted by , which represents the distance measured in 

standard deviations between the mean safety margin, g , and the failure limit 

g = 0. 

The design of any structural component must provide for adequate safety 

regardless of what philosophy of design is used. Reliability and risk measures 

can be considered as performance measures, specified as target reliability 

levels (denoted by target reliability indices, T’s). The selected reliability 

level of a structural component reflects the probability of failure of that 

component (see Table 1). These levels can be set based on implied levels in 

the currently used design practice with some calibration, or based on the cost-

benefit analysis. 
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Table 1. Relationship between target reliability index and probability of failure 

Target reliability index, T Probability of failure, Pf 

2.0 

2.5 

3.0 

3.6 

4.1 

4.6 

0.1 

0.01 

0.001 

0.0001 

0.00001 

0.000001 

2.2  Load and resistance factor design (LRFD) 

The load and resistance factor design states that a factored (reduced) 

resistance of a structural component is larger than a linear combination of 

factored (magnified) load effects as given by a following general format: 

 

(4) 

Where  is the resistance factor, R is the nominal (or prediction) resistance,i 

is the load factor for the ith load component, and Qi is the nominal (or design) 

value for the ith load component. Generally, the higher the uncertainty 

associated with a load, the higher the corresponding load factor; and the 

higher the uncertainty associated with the resistance, the lower the 

corresponding resistance factor. These factors are calibrated using reliability 

methods based on the probabilistic characteristics of basic random variables 

for load effects and the resistance including statistical and prediction (or 

modelling) uncertainties. The factors are calibrated to meet target reliability 

indices that were selected based on assessing previous designs. This process 

of developing the LRFD rules to meet target reliability indices that are 

implicit in current practices is called code calibration. 

2.3  Resistance factor calibration based on first-order second moment 

 method (FOSM) 

Based on FOSM and assumed lognormal distributions for the resistance, 

Barker et al. [5] determined the resistance factor as follows: 

 

(5) 
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In which R is the mean of resistance bias factor; COVQ and COVR are the 

coefficient of variation of the load and resistance bias factors, respectively; T 

is the target reliability index. When just dead and live loads are considered, 

Eq. 5 can be rewritten as: 

 

(6

) 

Where D and L are the dead load and live load factors, respectively; QD/QL is 

the dead to live load ratio; QD and QL are the dead load and live load bias 

factors, respectively. The dead to live load ratio varies with the span length of 

bridges. Hansell and Viest [8] determined these ratios indicated in Table 2 for 

the LRFD approach. 

Table 2. Relationship between dead load to live load ratio and span length 

Span length (m) 9 18 27 36 45 60 75 

Ratio QD/QL  0.52 1.04 1.56 2.07 2.59 3.46 4.32 

The actual loads transferred from the superstructure to the foundations are, by 

and large, unknown. The load uncertainties are taken, therefore, as those used 

for the superstructure analysis. The probabilistic characteristics of the dead 

load, QD, and live load, QL, are assumed to be those used by Nowak [10] with 

the following load factors and normal distributions shown in Table 3. 

Table 3. Load factors and probabilistic characteristics for dead and live loads 

Type of load Load factor,  Bias factor,  Coefficient of variation, COV Distribution 

Dead load 

Live load 

1.25 

1.75 

1.05 

1.15 

0.10 

0.20 

Normal 

Normal 

Both R and COVR for a certain case of calculation are computed through the 

theoretically predicted resistance, RPi, and the measured nominal resistance 

RMi. The measured nominal resistance was defined as the load corresponding 

to a displacement that is equal to 5% diameter of drilled shafts or the plunging 

load in static load tests (O'Neill and Reese [11]), whichever comes first. 

Paikowsky et al. [12] evaluated that this criterion provides a reliable and 

simple failure interpretation. For the mean of resistance bias factor: 
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(7) 

Here Ri = RMi/RPi, and N is the number of considered drilled shafts. The 

standard deviation of resistance bias factor is determined as: 

 
(8) 

Finally, the coefficient of variation of resistance bias factor is given as: 

 
(9) 

2.4  Resistance factor calibration based on first-order reliability 

 method (FORM) 

The first-order reliability method (FORM) is a convenient tool to assess the 

reliability of a structural component. Based on the Hasofer and Lind [9] 

approach, the present studies using the FORM provide a means for calculating 

the partial safety factors,   and i, as indicated in Eq. 4 for a target reliability 

index T . In design practice, there are usually two types of limit state, which 

are ULS and SLS. Both types can be represented generally by the following 

limit state function: 

  (10) 

In which X is a vector of basic random variables, Xi, for the resistance and 

loads. The limit state is defined when g(X) = 0, and therefore, failure occurs 

as g(X) < 0. The target reliability index, T, is defined as the shortest distance 

from the origin to the failure surface in the reduced coordinates at the most 

probable failure point on that surface, this point called the design point, , at 

which the joint probability density function of the vector X is greatest.  

In the space of the reduced variables, the designs at different target reliability 

indices may be viewed as corresponding to satisfying different failure 

surfaces represented by varying distances to the origin T (see Fig. 2). The 

most general design format is to apply the partial safety factors,i, to the 

basic design variables, these factors may be apply to the respective mean 

values (Ang and Tang [3]); thus, 

  (11) 
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Figure 2. Relationship of partial factors to a design point 

From Eq. 11, i Xi should be on the failure surface; in particular, it may be 

at the most probable failure point. Hence, the required partial safety factors 

are: 

  
(12) 

Therefore, the determination of the required safety factors is also a problem of 

determining the most probable failure point . The computational steps to 

determine the safety factors for a specified target reliability index, T , are as 

follows: 

 Step 1: in the regular coordinate system, assume a design point, , and 

in the reduced coordinate system, obtain corresponding point, , 

using a transformation: 

  
(13) 
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Where Xi and Xi are the mean value and the standard deviation of 

basic random variable Xi, respectively. The mean value of the vector of 

basic random variables is often used as an initial value for the design 

point. 

 

 Step 2: if the distribution of basic random variables is non-normal, 

approximate this distribution with an equivalent normal distribution at 

the design point, having the same tail area and ordinate of the 

probability density function, that is an equivalent mean: 

  (14) 

and an equivalent standard deviation: 

  

(15) 

Where and are the mean and standard deviation of the 

equivalent normal distribution for variable Xi, respectively. FXi( ) and 

fXi( ) are the original cumulative distribution function (CDF) and 

original probability density function (PDF) of variable, Xi, evaluated at 

the design point  respectively.   and  are the CDF and PDF of the 

standard normal distribution, respectively. 

   

 Step 3: set   = - i , in which  is the direction cosine determined 

as follows: 

  
(16) 

Where: 

  (17) 

 Step 4: a new design point obtained as: 

  (18) 
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In general, the determination of   requires an iterative solution. Steps 1 to 3 

are repeated until convergence of   is achieved. Then, through Eq. 12, the 

resistance factor, , and the load factors, i, are obtained as: 

  
(19) 

and: 

  
(20) 

Where r
*
 and  are the design points of resistance and loads, respectively. R 

and Qi are the mean values of resistance and loads, respectively. The 

resistance factor is generally less than one, whereas the load factors are 

greater than one. 

As specified by Paikowsky et al. [12], for a given target reliability index and 

probability distributions for resistance and loads, the partial safety factors 

determined by the FORM approach may differ with failure mode. For this 

reason, the calibration of the partial safety factors is to maintain the same 

values for all loads at different failure modes. In the case of geotechnical 

codes, the resistance factor calibration is performed for a set of load factors 

already specified in the structural code (see Section 2.3). Thus, the load 

factors are fixed, the following algorithm is used to determine the resistance 

factor only: 

 For a given target reliability index, probability distributions and 

statistical parameters of load and resistance variables, compute mean 

resistance using FORM. 

 With the mean value of resistance computed above, the resistance 

factor, , can be revised for a given set of load factors as follows: 

  
(21) 

2.5  Resistance factor calibration based on Monte Carlo simulation 

 (MCS) 

This paper follows the calibration procedure based on MCS as recommended 

by Allen et al. [2] to determine the resistance factor of drilled shafts. The dead 

and live loads are considered abiding the strength I ultimate limit state. Thus, 

the limit state function can be written as: 

    (22) 
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In which RM, QMD, and QML are the measured nominal resistance, the mean 

value of dead load and live load, respectively. Implement bias factors, R, 

QD, and QL for the resistance, dead load and live load, respectively, we have: 

  (23) 

Combine Eq. 4 into Eq. 23, after several transformations, the limit state 

function can be rewritten as: 

  

(24) 

Where all terms in Eq. 24 are the same as those aforementioned in Section 

2.3.  

MCS was used to generate random numbers that are needed to independently 

extrapolate the cumulative distribution function (CDF) value for each random 

variable in the calibration process. In this calibration, there are three random 

variables which are resistance, dead load and live load bias factors. The 

computation steps are as follows: 

 Step 1: assign a target reliability index, T . 

 Step 2: select a trial resistance factor, . 

 Step 3: generate random numbers for each set of bias factors R, QD 

and QL. 

 Step 4: define the limit state function g as described in Eq. 24. Find the 

number of cases in which g ≤ 0. The probability of failure is then 

computed as: 

  
(25) 

Where NS is the number of simulations. In this paper, the number of 

simulations was used as 5x10
4
. The corresponding calculated reliability 

index, , is then defined as: 

  (26) 

Where -1
 is the inverse CDF of the standard normal distribution. If the 

calculated reliability index, , is different from the specified target 

reliability index, T , the trial resistance factor, , in Step 2 should be 

changed and a new iteration needs to be repeated until |-T|≤ 

tolerance. 
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3. Case Study 

3.1 Database for calibration 

A database for axially loaded drilled shafts was collected from report NCHRP 

507 (Paikowsky et al. [12]). Sixteen cases of calculation consisting of the 

number of considered pile cases, soil types, calculation methods, and 

construction methods are categorized in Table 4. 

Table 4. Calculation cases for drilled shafts 

No. No. of pile cases Soil type Prediction method Construction method
c 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

12 

9 

12 

9 

13 

36 

21 

11 

9 

21 

11 

9 

46 

30 

46 

30 

Sand 

- 

- 

- 

Clay 

- 

Sand+Clay 

- 

- 

- 

- 

- 

Rock 

- 

- 

- 

FHWA
a
 

- 

Reese & Wright (1977) 

- 

FHWA 

- 

FHWA 

- 

- 

Reese & Wright (1977) 

- 

- 

Carter & Kulhawy (1988) 

- 

IGM
b
 

- 

Casing 

Slurry 

Casing 

Slurry 

Casing 

Dry 

Casing 

Dry 

Slurry 

Casing 

Dry 

Slurry 

Mixed 

Dry 

Mixed 

Dry 
a,b

FHWA=Reese & O’neill (1988), IGM=O’neill & Reese (1999) 
c
Refer to O’neill & Reese (1999) 

In order to calibrate resistance factors, statistical parameters and probability 

distributions for the resistance, dead load and live load have to be determined. 

As mentioned in Section 2.3, the statistical parameters and probability 

distributions for the dead load and live load were already estimated by Nowak 

[10] and shown in Table 3. Therefore, the next section will focus on the 

determination of probabilistic characteristics for the resistance. To avoid 

redundancy hereafter, cases of calculation will be denoted briefly by a group 

of words. For example, "Sand-RW-Slurry", that is, the soil type is the sand, 

the prediction is the Reese and Wright method, and the construction is the 

slurry method. 
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3.2  Probabilistic characteristics for resistance 

Based on the collected database, apply Eqs. 7, 8, and 9 to calculate the mean, 

standard deviation and coefficient of variation of resistance bias factors, 

respectively. Assume that the probability distribution of the resistance bias 

factors is lognormal. In the next step the Kolgomorov-Smirnov test (K-S test) 

will be used to verify the fitness of the empirical cumulative distribution 

function, FE, against the fitted cumulative distribution function, FF . The K-S 

test seeks how close the FE is to the FF . Thus, the K-S test statistic, DN, is 

simply the largest (vertical) distance between FE and FF across all values of 

the resistance bias factor. The K-S test will be satisfactory as the adjusted K-S 

test statistic is less than the critical value: 

  
(27) 

In which N is the number of calculated resistance bias factors; it is also the 

number of considered pile cases. DN is the K-S test statistic. CV is the critical 

value which has a value of 1.358 corresponding to a significance level of 5%. 

A selected result of Rock-IGM-Mixed is indicated in Fig. 3 for demonstration 

purpose. The graphs on Fig. 3a are the histogram and probability density 

function (PDF) of the bias factors which are assumed to follow the lognormal 

distribution. The graphs on Fig. 3b are the empirical cumulative distribution 

function, FE, and fitted cumulative distribution function FF . In this case, the 

determined adjusted K-S test statistic is 0.562, much less than 1.358, and 

satisfies the requirement of the K-S test. Hence, the lognormal distribution 

attributed to the resistance bias factors is acceptable. The results for the 

remaining fifteen cases of calculation are also satisfactory with the K-S test 

and are shown in Table 5. The largest value of the adjusted K-S test statistic is 

0.763 for the case of Sand-FHWA-Slurry and the smallest one is 0.342 for the 

case of Sand+Clay-FHWA-Casing. 
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Figure 3. The K-S test for Rock-IGM-Mixed 
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Regarding the number of pile cases needed for probability analyses, Fenton 

and Griffiths [7] suggested that if sufficient data are available, generally, at 

least 20 observations are needed for each dataset. If so, there are nine out of 

the sixteen cases of calculation in Table 5 that have a number of pile cases 

less than 20. Paikowsky et al. [12] evaluated that one of the major difficulties 

with respect to the code calibration is the lack of data. We consider this 

problem as a type of uncertainty when using probabilistic analysis methods. 

From Table 5, it is easily recognized that the calculation cases with the 

sufficient number of pile cases (i.e., from 21 to 46 pile cases) have K-S test 

statistics smaller than those of calculation cases with the lack of data (i.e., 

only from 9 to 13 pile cases). 

Also, the bias factors, R, represent the difference level between the measured 

nominal resistance and the theoretically predicted resistance. If a prediction 

method has a bias factor larger than one, that is, this method is an 

underpredicted method, and vice versa, a method is overpredicted when its 

bias factor is smaller than one. In addition, the coefficient of variation of bias 

factors, COVR, is an important parameter which presents a level of uncertainty 

in modelling of a prediction method. Therefore, one method which has a bias 

factor of one and a coefficient of variation of zero is a perfect prediction 

method. In Table 5, the FHWA prediction method for sandy soil and the 

casing construction (Sand-FHWA-Casing) is the most underpredicted method 

with a bias factor of 2.270. Conversely, the FHWA method used for the 

clayey soil and the dry construction (Clay-FHWA-Dry) is the most 

overpredicted method with a bias factor of 0.797. Similarly, the RW method 

has a coefficient of variation of 0.231 for the sandy+clayey soil and the slurry 

construction (Sand+Clay-RW-Slurry), but this method has a coefficient of up 

to 0.695 for the sandy soil and the same construction method (Sand-RW-

Slurry). For a prediction method, the values of these parameters will vary in 

conjunction with the quantity as well as the quality of the data collected, that 

is, the more good data, the more precise the prediction method. 
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Table 5. Statistical parameters and K-S test results for resistance bias factors 

No. Calculation case No. of pile case R R COVR DN ATS
*
 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

Sand-FHWA-Casing 

Sand-FHWA-Slurry 

Sand-RW-Casing 

Sand-RW-Slurry 

Clay-FHWA-Casing 

Clay-FHWA-Dry 

Sand+Clay-FHWA-Casing 

Sand+Clay-FHWA-Dry 

Sand+Clay-FHWA-Slurry 

Sand+Clay-RW-Casing 

Sand+Clay-RW-Dry 

Sand+Clay-RW-Slurry 

Rock-CK-Mixed 

Rock-CK-Dry 

Rock-IGM-Mixed 

Rock-IGM-Dry 

12 

9 

12 

9 

13 

36 

21 

11 

9 

21 

11 

9 

46 

30 

46 

30 

2.270 

1.614 

1.650 

1.033 

0.835 

0.797 

1.039 

1.322 

1.288 

0.951 

1.206 

1.158 

1.229 

1.350 

1.298 

1.400 

1.000 

1.122 

0.944 

0.718 

0.399 

0.296 

0.297 

0.359 

0.333 

0.325 

0.365 

0.268 

0.504 

0.584 

0.437 

0.478 

0.441 

0.695 

0.572 

0.695 

0.478 

0.371 

0.286 

0.272 

0.259 

0.342 

0.303 

0.231 

0.410 

0.433 

0.337 

0.342 

0.165 

0.242 

0.117 

0.161 

0.143 

0.079 

0.072 

0.158 

0.209 

0.105 

0.149 

0.199 

0.108 

0.112 

0.081 

0.082 

0.595 

0.763 

0.422 

0.507 

0.539 

0.482 

0.342 

0.549 

0.660 

0.496 

0.517 

0.628 

0.746 

0.626 

0.562 

0.462 
*
Adjusted K-S Test Statistic 

3.3  Resistance factor calibration 

The calibration is performed for sixteen cases of calculation according to 

three reliability methods as FOSM, FORM, and MCS. In order to evaluate the 

variability (sensitivity) of the resistance factor, target reliability indices are 

assigned as 2.0, 2.5, 3.0, and 3.5; which correspond to the target probabilities 

of failure as 0.1, 0.01, 0.001, and 0.00023 (see Table 1); a range of the dead 

load to live load ratios, QD/QL, is taken from 0.52 to 4.32; which correspond 

to the bridge span lengths from 9 m to 75 m (see Table 2). 

The statistical parameters for the dead load and live load are shown in Table 

3, the probability distribution for both is normal. The statistical parameters for 

the resistance are shown in Table 5, the probability distribution for the 

resistance is lognormal. 

For the purpose of demonstration and comparison, four cases of calculation 

with various types of soil, resistance prediction methods and construction 

methods are chosen. The results are shown in Figs. 4, 5, and 6 according to 

FOSM, FORM, and MCS, respectively. 
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Figure 4. Resistance factors calibrated by FOSM 
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Figure 5. Resistance factors calibrated by FORM 
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Figure 6. Resistance factors calibrated by MCS 

Based on the graphs, several general observations can be made as follows: 

 Clearly, the larger the target reliability index, the smaller the resistance 

factors. 

 The resistance factors calibrated by FOSM, FORM, and MCS are in 

relative agreement with one another. Intuitively, the correlation of the 

resistance factors created between FOSM and MCS is better than that 

between FOSM and FORM as well as between FORM and MCS. 

 According to FOSM and MCS, the value of resistance factor gradually 

decreases with the increase of the dead load to live load ratio and 

reaches a stable value when this ratio is larger than 3.0 (see Figs. 4, 6). 

While the value of the resistance factor according to FORM with T = 

3.5 starts to reveal an inverse tendency; the value gradually increases 

with the increase of the ratio and also achieves a stable value when this 

ratio is larger than 3.0 as well (see Figs. 5a, b, d). 

One issue arising herein is that of which target reliability index will be 

selected for practical designs. Based on the review of the studies, the survey 

of common practice, and the evaluation of several authors, Paikowsky et al. 

[12] recommended the use of the target reliability indices in conjunction with 

capacity evaluation methods of single piles as follows: 



Bach, van Gelder, Bakker & Vrijling: Resistance Factor Calibration of Drilled Shafts for Bridge Foundations 

182 

 For redundant piles, defined as 5 or more piles per pile cap, the 

recommended probability of failure is 0.01, corresponding to a target 

reliability index of 2.33. 

 For non-redundant piles, defined as 4 or fewer piles per pile cap, the 

recommended probability of failure is 0.001, corresponding to a target 

reliability index of 3.0. 

Hence, the values of the calibrated resistance factors for all sixteen cases of 

calculation shown in Table 6 are taken with the target reliability indices as 2.5 

and 3.0 only; and the  dead load to live load ratio is given herein as 3.46 (i.e., 

larger than 3.0). 

Table 6. Resistance factors with target reliability indices, T = 2.5 and 3.0 

    FOSM FORM MCS 

No. Calculation case R COVR /R T=2.5 T=3.0 T=2.5 T=3.0 T=2.5 T=3.0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

Sand-FHWA-Casing 

Sand-FHWA-Slurry 

Sand-RW-Casing 

Sand-RW-Slurry 

Clay-FHWA-Casing 

Clay-FHWA-Dry 

Sand+Clay-FHWA-Casing 

Sand+Clay-FHWA-Dry 

Sand+Clay-FHWA-Slurry 

Sand+Clay-RW-Casing 

Sand+Clay-RW-Dry 

Sand+Clay-RW-Slurry 

Rock-CK-Mixed 

Rock-CK-Dry 

Rock-IGM-Mixed 

Rock-IGM-Dry 

2.270 

1.614 

1.650 

1.033 

0.835 

0.797 

1.039 

1.322 

1.288 

0.951 

1.206 

1.158 

1.229 

1.350 

1.298 

1.400 

0.194 

0.430 

0.347 

0.673 

0.573 

0.465 

0.275 

0.206 

0.201 

0.359 

0.251 

0.200 

0.334 

0.321 

0.260 

0.244 

0.82 

0.33 

0.44 

0.21 

0.28 

0.34 

0.34 

0.70 

0.70 

0.43 

0.60 

0.66 

0.48 

0.50 

0.60 

0.64 

0.65 

0.23 

0.33 

0.15 

0.22 

0.27 

0.27 

0.59 

0.59 

0.35 

0.50 

0.57 

0.38 

0.39 

0.49 

0.52 

0.47 

0.25 

0.34 

0.25 

0.43 

0.56 

0.68 

0.71 

0.73 

0.60 

0.66 

0.78 

0.51 

0.48 

0.60 

0.60 

0.38 

0.18 

0.26 

0.18 

0.34 

0.47 

0.61 

0.63 

0.66 

0.52 

0.58 

0.71 

0.42 

0.39 

0.52 

0.52 

0.80 

0.34 

0.46 

0.22 

0.31 

0.38 

0.61 

0.80 

0.81 

0.48 

0.68 

0.78 

0.53 

0.54 

0.67 

0.71 

0.69 

0.25 

0.36 

0.16 

0.24 

0.31 

0.53 

0.70 

0.70 

0.40 

0.58 

0.69 

0.43 

0.44 

0.56 

0.59 

Based on a set of comprehensive results shown in Table 6, firstly we realize 

that the correlation between the values of the resistance factor by FOSM and 

MCS is better than that by FOSM and FORM as well as MCS and FORM. 

Secondly, we can evaluate the reliability level of a prediction method in a 

combination of a certain soil type and construction method. If we choose the 

results according to MCS with T = 2.5 as an example, we will readily see 

that the FHWA method is consistent for the sandy soil and the casing 

construction method ( = 0.80) in case Sand-FHWA-Casing, but that is not 

suitable for the slurry construction method ( = 0.34) in case Sand-FHWA-

Slurry. Similarly, using the IGM method in case Rock-IGM-Dry ( = 0.71) 
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clearly has a higher reliability level than the use of the CK method for the 

same conditions of soil and construction ( = 0.54) in case Rock-CK-Dry. 

Since the input data of the dead load and live load were fixed and commonly 

used for all cases of calculation, the question is to find a relationship between 

the given resistance factors and the statistical parameters of the resistance. 

Aside from the statistical parameters mentioned above, a ratio of COVR to R 

is proposed and implemented into Table 6. Relationships between the 

resistance factor, , versus R, R, COVR and ratio COVR/R are shown in Fig. 

7a. We see that the relationships between  versus R, R, and COVR are not 

clear; while the one between  and the ratio COVR/R (denoted by a bold line) 

is more apparent, the resistance factor increases with the decrease of this ratio. 
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Figure 7. Relationship of resistance factor vs. statistical parameters of resistance 

Fig. 7b also describes the relationships between  versus R and the ratio 

COVR/R by another manner via error bars. The middle point ordinate of an 

error bar denotes the mean value of R and the length from this point to both 

ends of the error bar represents the value of the ratio COVR/R. The error bars 

with the smaller ratio fall into positions that have larger values of . 

Calculation cases number 1, 8 and 9 with the small ratios (around 0.20) have 

the same resistance factors ( = 0.80), and vice versa, case number 4 with the 

largest ratio (0.673) leads into the smallest resistance factor ( = 0.22). We 

consider cases number 1, 8, 9, and 12 which have the same ratios 

(approximately 0.20). This results in the same resistance factors with the 

value about 0.80, although the values of  R of these cases vary considerably 

from 1.158 (case number 12) up to 2.270 (case number 1). The ratio COVR/R 

is likely to affect strongly the resistance factors. However, it should be noted 
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that this effect is only obtained from the results by MCS, while FOSM and 

FORM do not express clearly this one. 

The relationship between  versus the ratio COVR/R is also considered with 

respect to FOSM and FORM. Figs. 8a, b, and c describe this relationship for 

FOSM, FORM, and MCS, respectively. Generally, all three methods give the 

same tendency, that is, the resistance factor increases with the decrease of the 

ratio, but the correlation of each has relative discrepancies. MCS and FOSM 

create a quite good correlation between  and the ratio, but there still exist 

some points at which the value of  fluctuates slightly. Whereas, FORM does 

not produce a good correlation; there are many points where the values of   

fluctuate considerably, and these fluctuation amplitudes, generally, reduce 

gradually with the decrease of the ratio. 
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Figure 8. Relationship of resistance factor vs. COVR/R for reliability methods 

3.4  Correlation analyses 

The relationships between the resistance factors obtained by the different 

reliability methods need to be checked. Based on the correlation analyses and 

the robust regression method, these relationships are quantified and expressed 

in terms of numerical values and functional relations. The data for analyses 

are taken from Table 6. The analysis results are shown in figs. 9a, b, and c as 

follows: 
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Figure 9. Correlation analyses of resistance factors for reliability methods 

Based on the results described in Fig. 9, we see that: 

 The correlation coefficients between method couples of FORM-FOSM, 

MCS-FOSM, and MCS- FORM are 0.64, 0.94, and 0.80, respectively. 

Through these coefficients, it can be confirmed quantitatively that the 

correlation level between MCS and FOSM is better than that between 

FORM and FOSM as well as between MCS and FORM. 

 According to the functional relations, MCS and FORM produce 

resistance factors consistently higher than those obtained by FOSM. 

Further, both MCS and FORM produce the resistance factors which 

have relative agreement values with each other. 

4. Conclusions 

This paper has presented the resistance factor calibration according to three 

reliability methods: FOSM, FORM and MCS followed the LRFD method. A 

database of drilled shafts was collected and used for this purpose. Sixteen 

cases of calculation were considered comprising various resistance prediction 

methods, soil types and construction methods. In the scope of this paper, only 

the ultimate limit state of strength I for axially loaded drilled shafts is used, 

other limit states are not mentioned herein. 

The limit state function used only includes the total resistance, dead load, and 

live load. The probabilistic characteristics for the dead load and live load were 

taken from the design criterion for superstructures with the assigned values. 

For the resistance, the statistical parameters were calculated and the 

theoretical (fitted) probability distribution was selected and checked by the 

Kolmogorov-Smirnov test. 

The resistance factors were calibrated according to the different target 

reliability indices and dead to live load ratios. Based on a set of results, 

conclusions drawn from the study are as follows: 



Bach, van Gelder, Bakker & Vrijling: Resistance Factor Calibration of Drilled Shafts for Bridge Foundations 

186 

1. A larger target reliability index results in smaller resistance factors. 

2. The value of the resistance factor decreases gradually with the increase 

of the dead to live load ratio and reaches a stable value when this ratio 

is larger than 3.0. However, there was a discrepancy with respect to 

FORM, when the target reliability index is larger than 3.5, then the 

value of resistance factor increases gradually with the increase of the 

ratio and also reaches a stable value as this ratio is also larger than 3.0. 

3. Through Table 6, a design engineer can choose a prediction method 

that has a consistent reliability level with respect to a prescribed soil 

condition and a specified construction method. 

4. The value of the resistance factor increases gradually with the decrease 

of the ratio of the coefficient of variation to the mean of the resistance 

bias factor. In this study, MCS was used to derive this observation. 

5. MCS and FORM produce resistance factors consistently higher than 

those obtained by FOSM. With regard to the correlations between the 

methods, MCS and FOSM have a good correlation with a correlation 

coefficient of 0.94. 

6. MCS has indicated to be a powerful and confident tool aiming to solve 

probabilistic problems in civil engineering. 
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Abstract: Bridges are essential, yet also vulnerable parts of the infrastructure. 

They are subject to natural disasters, traffic accidents and terrorist attacks, 

moreover they generally require significant resources and time to be repaired 

or replaced. In this research critical reinforced and prestressed concrete bridges 

were to be identified. Based on a complex probabilistic model the reliability 

index was assessed for several hazard scenarios considering four different traf-

fic scenarios. An approximation by the Monte Carlo method forms the core of 

the reliability analysis, however the variance of the approximation can be re-

duced effectively, by considering the model uncertainty factors analytically. 

The introduced method is demonstrated on the example of two representative 

bridges with five hazard scenarios. Based on the results of the Monte Carlo 

method an approximation of the reliability index, considering also the addi-

tional safety due to the redistribution of moments in statically indeterminate 

structures, is presented. The Monte Carlo method also enables the risk analysis 

of the different hazard scenarios, taking into account the consequences of fail-

ure. These results provide valuable tools for proprietors and operators of traffic 

infrastructure to reach important ethical and economic decisions. Some inter-

esting insights of the research on the combination of different time-dependent 

actions and the assessment of the reliability index of systems with several cor-

related limit states are shown. 

1 Introduction 

The highway network plays an essential part in a country’s economy and so-

cial life. Its continuous and undisrupted operation is vital for our society. The 

probably most vulnerable components of the road infrastructure are bridges 
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and tunnels. These structures not only act as bottle-necks in the highway sys-

tem, but also have to face a number of different hazards. Bridges can be af-

fected by vehicle impact against vital structural components such as cables or 

pillars. Due to the rising percentage of heavy traffic and growing average ve-

hicle weight these impact loads have to be revised regularly. The effect of 

climate change on structures has to be taken into account, too. It results in 

higher wind velocities, increased temperatures and rainfall, thus causing 

storms, floods and other natural disasters. Finally, another ever greater threat 

to important infrastructure components is represented by terrorist attacks. 

The aim of the German research project "Protection of Critical Bridges and 

Tunnels in a Road Network" (SKRIBT in German) was, to investigate the ef-

fects of these hazard scenarios on bridges and tunnels and to develop effective 

protection measures and strategies as described in [1]. The objective was to 

rank different types of structures according to their criticality and thus enable 

traffic administrations to identify their most vulnerable structures. Subse-

quently, suitable protection measures had to be identified and their effect on 

the criticality of the structure had to be assessed. 

The objectives of the research project required the assessment of the criticali-

ty of a structure-hazard combination with suitable indicators. This is also es-

sential for the examination of protection measures, as the reduction of 

criticality due to a protection measure describes its efficiency. Three main 

aspects have been considered regarding the criticality of a structure: effects on 

road users, influence on the road network and structural aspects. All three 

main aspects have been investigated in detail in the research project, yet this 

paper addresses the assessment of the criticality of the structure, in particular 

of reinforced and prestressed concrete bridges. 

2 Probabilistic model 

The probabilistic model is based on the traditional separation of actions and 

resistances common to structural engineering. After careful considerations 

and extensive literature review basic variables have been selected for both 

sides. 
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2.1 Resistances 

Regarding resistances mainly material properties had to be considered as 

basic variables. Table 1 provides an overview of the selected variables and the 

main parameters of the corresponding distribution functions. The distribution 

functions for the basic variables have been assumed according to various ref-

erences, for the prestressing steel the permit of the cables [2] provided infor-

mation regarding the requirements towards material quality. A correlation 

between the compressive strength and the modulus of elasticity of concrete 

has been considered in accordance with SIX [3]. The modulus of elasticity has 

been regarded as constant for reinforcement and prestressing steel. An eccen-

tricity of vertical loading has been considered for pillars. Model uncertainty 

factors, accounting for random effects neglected in models and simplifications 

in the mathematical relations according to the JCSS Probabilistic Model Code 

[4] have been considered, too. 

Table 1. Basic variables for resistances 

Variable Distribution Mean Standard 

deviation 

Reference 

Compressive strength of concrete 

Modulus of elasticity of concrete 

Yield stress of reinforcement 

Modulus of elasticity of reinforcement 

Ultimate strength of prestressing steel 

Modulus of elasticity of prestressing steel 

Eccentricity of load on pillar 

Factor of model uncertainty for bending 

Factor of model uncertainty for shear 

Factor of model uncertainty for normal forc-

es 

Lognormal 

Lognormal 

Normal 

Constant 

Normal 

Constant 

Normal 

Lognormal 

Lognormal 

Lognormal 

43 MPa 

33282 MPa 

560 MPa 

205 GPa 

1876 MPa 

195 GPa 

0 mm 

1,2 

1,0 

1,0 

5 MPa 

4992 MPa 

30 MPa 

- 

64,5 MPa 

- 

21 mm 

0,15 

0,1 

0,05 

[3] 

[3] 

[4] 

[4] 

[2] 

[2] 

[4] 

[4] 

[4] 

[4] 

2.2 Actions and loads 

Modeling actions and loads required more advanced considerations. It had to 

be distinguished between permanent actions, such as self weight and variable 

actions, as for example traffic loads or temperature differences. The factor for 

self weight has been applied to each construction section separately. Also 

ground settlements have been considered for each pair of pillars individually. 

Wind actions, based on the evaluation of statistical data recorded in Germany 

for the past decade, were applied on pillars. The effect of climate change 

proved to be negligible on the linear temperature differences according to [5], 

therefore temperature differences have been considered based on FRENZEL et 



Boros & Novak: Reliability and Risk Analysis of Concrete Bridges for Hazard Scenarios 

192 

al. [6]. For the mechanical properties of soil SPAETHE [7] suggest the Beta 

distribution, hence this was chosen for ground settlements. Model uncertain-

ties have been implemented into the calculation models for actions also. The 

main characteristics of the probabilistic models for actions other than traffic 

loads are shown in Table 2. 

Table 2. Basic variables for actions and loads 

Variable Distribution Mean Standard 

deviation 

Reference 

Self weight factor 

Positive temperature difference 

Negative temperature difference 

Ground settlements 

Wind velocity 

Factor of model uncertainty for bending 

Factor of model uncertainty for shear 

Normal 

Weibull 

Weibull 

Beta 

Weibull 

Lognormal 

Lognormal 

1,0 

3,62 K 

-2,59 K 

1,0 cm 

10,54 m/s 

1,0 

1,0 

0,1 

2,2 K 

1,59 K 

0,3 cm 

3,94 m/s 

0,1 

0,1 

[3] 

[6] 

[6] 

[7] 

[5] 

[4] 

[4] 

In order to reproduce the traffic loads on the bridge, complex traffic simula-

tions were carried out. The simulations were developed on the basis of statis-

tical data acquired in traffic measurements on German highways by 

KASCHNER et al. [8]. This simulation method has also been used to support 

the development of new traffic load models for the German National Annex 

to the EN 1991-2 [9]. Four traffic scenarios have been considered: 

 Traffic scenario I - Current traffic on German highways 

 Traffic scenario II - Increase in maximum permissible weight of lorries and addi-

tion of mobile crane 

 Traffic scenario III - Twofold swell of vehicle numbers 

 Traffic scenario IV - Twofold swell of vehicle numbers, increase in maximum per-

missible weight of lorries and addition of mobile crane 

One scenario accounts for the current traffic on German highways according 

to the above mentioned measurements, assuming an average daily traffic of 

60.000 vehicles / day with approximately 10.000 vehicles / day heavy traffic. 

The other three scenarios consider different prognosticated changes in the 

traffic composition, such as a swell in vehicle numbers or an increase in vehi-

cle loading and they considers additionally a small percentage of exceptional-

ly heavy vehicles like mobile cranes of 72 t. The main parameters of the 

bimodal normal distribution function for vehicle weights of different vehicle 

types and the composition of heavy traffic for the different scenarios are pre-

sented in Table 3. 



Moormann, Huber & Proske: Proceedings of the 10th International Probabilistic Workshop, Stuttgart 2012 

193 

Table 3. Parameters of basic variables for vehicle weights and traffic composition 

Vehicle type Portion 

(%) 

Mean 

(kN) 

Standard 

deviation 

(kN) 

Portion 

(%) 

Mean 

(kN) 

Standard 

deviation 

(kN) 

I/III 

Share 

(%) 

II/IV 

Share 

(%) 

Type 8 

Type 33 

Type 41 

Type 97 

Type 98 

Type 98 (modified) 

Mobile crane 

49 

20 

69 

34 

62 

62 

100 

59,6 

190,3 

276,8 

156,7 

259,6 

259,6 

720,0 

14,6 

23,2 

59,5 

18,8 

92,0 

92,0 

63,3 

51 

80 

31 

66 

38 

38 

- 

91,7 

208,4 

414,5 

211,4 

405,3 

526,9 

- 

44,0 

73,9 

32,5 

52,8 

24,8 

24,8 

- 

11,0 

5,0 

17,0 

8,0 

59,0 

- 

- 

10,9 

4,9 

16,9 

7,9 

- 

58,9 

0,5 

Additional basic variables for the traffic simulations included the distance be-

tween vehicles and probabilities for simulating traffic congestion on the 

bridge. The distance between the axles for each vehicle type and the distribu-

tion of loads on the axles have been regarded as constant. The different vehi-

cle types with the distances between axles are presented in Figure 1. 

  

(a) Vehicle Type 8 (b)  Vehicle type 33  

  

(c) Vehicle Type 41 (d)  Vehicle type 97  

  

(e) Vehicle Type 98 (f)  Mobile crane  

Figure 1. Vehicle types with distances between axles 

3 Reliability analysis 

3.1 Method of model uncertainties 

The Monte Carlo method has been implemented to determine the risk and re-

liability indicators in question. In order to improve the accuracy of the Monte 
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Carlo simulation a special method considering the model uncertainties, has 

been developed. The technique is similar to the importance sampling method, 

which utilizes prior information about which domain of the possible values of 

basic variables contributes most to the probability of failure, and achieves a 

variance reduction by centering the simulation on this area as described in 

FABER [10]. In an analogous way the applied method considers only those 

values of the model uncertainties which result in the failure of the structure. 

For each of the basic variables, with the exception of model uncertainties, n  

different possible realizations according to the corresponding population func-

tion are generated. Thereafter the resistance and action forces can be calculat-

ed for each of these realizations. The limit state function for one realization 

can be stated as 

0
EiRi

ER   (1) 

with 
i

R  resistance forces for the .i  simulation 

i
E   action forces for the .i  simulation 

R
 model uncertainty factor for resistances 

E
  model uncertainty factor for actions 

 

The model uncertainty factors follow the logarithmic normal distribution, 

therefore they can be substituted by the exponents of normally distributed var-

iables 
R

U  and 
E

U . 

0ER U

i

U

i
eEeR   (2) 

i

iUU

R

E
e ER   (3) 

As the exponential function is strictly increasing, the inequality has to be also 

valid for the natural logarithm of both sides. 

i

i

ER
R

E
UU ln   (4) 

The variables RU  and EU  being normally distributed, their difference has to 

be normally distributed also. Therefore the probability of the limit state func-

tion not being fulfilled can be calculated as the value of this normal distribu-

tion at 
ii

REln . The corresponding probability of failure for this realization 

of basic variables can then expressed as 
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22

ln

ˆ

ER

ER

UU

UU

i

i

if

R

E

P   (5) 

with 
if

P̂  probability of failure for the .i  simulation 

x  standard normal distribution function 

RU
 mean value of variable RU

 
EU
 mean value of variable EU

 
RU

 standard deviation of variable RU

 
EU

 standard deviation of variable EU  

 

By this equation each realization in the simulation provides an estimate of the 

failure probability for the investigated limit state. The overall failure probabil-

ity considering all n  simulations can be expressed as 

n

i
iff

P
n

P
1

ˆ1ˆ   (6) 

The variance of the failure probability can then be calculated in analogy to the 

importance sampling technique by 

f

n

i
iff

PP
nn

PVar ˆˆ1

1

1ˆ
1

2
  (7) 

In comparison the variance of the crude Monte Carlo method can be estimated 

according to RACKWITZ [11] by 

ff

ff

f

PnPn

PPn
PVar

ˆ

1

ˆ

ˆ1ˆ
ˆ   (8) 

In both cases the variance is dependent on the number of simulations and the 

probability of failure which of course can also be expressed by the reliability 

index. In Figure 2 the variances obtained by the method of model uncertain-

ties for different limit states and the variance of the crude Monte Carlo meth-

od according to Equation (8) are plotted. 
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Figure 2. Variance of the estimate for the probability of failure 

The introduced method proved effective in improving the accuracy of the es-

timation for the probability of failure, as the variance for the dominant limit 

states of shear and bending could be reduced to less than 0,07. 

3.2 System reliability analysis 

Once the probability of failure had been determined using the method of 

model uncertainties for each limit state, the overall probability of failure for 

the bridge has to be calculated. The combined reliability of a structure with 

several different limit states can be calculated according to a system model as 

shown for example on a statically indeterminate continuous beam in Figure 3. 

 

Figure 3. Example of system model for statically indeterminate structure 
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The different failure modes are to be considered as series systems, as exceed-

ing any of the limit states would result in failure. The redistribution of mo-

ments in the statically indeterminate structure can be modeled by a parallel 

system, as the failure of one cross-section due to bending does not result in a 

system failure, provided that both neighboring cross-sections can take the ad-

ditional loads after redistribution. 

The JCSS Probabilistic Model Code [4] provides recommendations for first-

order approximations and first-order reliability bounds for series and parallel 

systems. The first-order approximation for series systems is given by 

;1
mfsys

P   (9) 

with 
m

 multi-variate standard normal distribution function 

  vector of component reliability indices 

 correlation matrix between safety margins 

 

The upper bound for series systems is 

1;
jfsys

PMinP   (10) 

with 
j

P  failure probability of the .j  component  

In analogy the first-order approximation for parallel systems is given by  

;
mfsys

P   (11) 

The upper bound for parallel systems is 

jfsys
PMinP   (12) 

In order to asses the accuracy of these upper bounds the difference between 

the first-order approximation and the upper bound has been investigated on a 

simple system with two components. For the two components equal reliability 

indices were assumed. This reliability index was varied in the range of 1 to 6 

and the difference between the upper bound and the first-order approximation 

has been calculated for seven different correlation coefficients both for series 

and parallel systems. The results are shown in Figure 4. 
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(a) Series system 

 

(b)  Parallel system 

Figure 4. Accuracy of approximation by upper bound for different types of systems 

It can be seen that for series systems the upper bound provides a good approx-

imation, especially for high reliabilities and low correlation coefficients, as 

typically present in the reliability analysis of structures. For parallel systems 

the difference is rather significant and diminishes only slightly with increas-

ing reliability index. Further investigations of BOROS [12] have shown that we 
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can obtain similar results even if the two components have different failure 

probabilities. Therefore we can conclude that for series systems the upper 

bound provides acceptable results, however for parallel systems disregarding 

the correlations by using the upper bound may results in considerable inaccu-

racy in the results. 

Consequently to be able to asses the additional safety of statically indetermi-

nate structures due to the redistribution of moments with parallel systems, the 

correlation between the neighboring cross-sections has to be considered. For 

this reason this correlation had been calculated via statistical analysis and was 

implemented in the calculation of the reliability index. 

3.3 Superposition of time-dependent loads 

Two methods are commonly used to obtain the maximum load resulting out 

of the superposition of two time-dependant actions. Turkstra’s rule suggests 

that the maximum value of the sum of two independent load processes occurs 

when one of the processes attains its maximum value as described in 

TURKSTRA et al. [13]. This rule is known to provide a good approximation 

with reasonable effort however it may underestimate the combination of the 

actions in question. As an alternative the maximum of the sum of two loads 

can be assessed by considering them according to the Ferry Borges-Catanheta 

model as a sequence of independent identically distributed random variables 

acting for a given time interval according to GHOSN et al. [14]. This way for 

each time interval the loads can be added and the maximum value within the 

observation period can be obtained. In the present research both methods have 

been investigated and compared for the combination of traffic loads and tem-

perature differences regarding the limit states of bending and shear. The result 

is displayed in Table 4. 

Table 4. Comparison of methods for superposition of time-dependent loads 

Comparison criteria Bending Shear 

Ratio of identical results 

Mean value of difference 

1 % quantile of difference 

70,7 % 

1,0 % 

9,0 % 

55,6 % 

1,2 % 

7,2 % 

It can be observed, that both methods provide the same result in most of the 

cases and mean value of the difference is around 1 %, thus mostly verifying 

the assumption of Turkstra’s rule. It has to be remarked however that with 

low probability higher differences can be observed, too. 
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4 Results 

4.1 Reliability analysis 

The introduced method is demonstrated on two bridges with 5 hazard scenari-

os. These case studies were carried out on two different structures: a single 

span prestressed concrete slab and a prestressed concrete continuous beam 

with five spans and a double-webbed T-beam cross-section. These can be re-

garded as fairly representative, as beams and slabs account for more than two 

thirds of bridges in the German highway network. The structures were de-

signed according to the valid German standards at the time of construction. 

As a reference scenario the reliabilities have also been calculated for the un-

damaged structures, too. The reliabilities have been assessed with the method 

of model uncertainties for the five hazard scenarios combined with each of the 

four traffic scenarios. For the continuous beam the additional safety due to the 

redistribution of moments in the statically indeterminate structure was also 

calculated. These results are displayed in Table 5. 

Table 5. Reliability indices for different hazard and traffic scenarios 

Hazard / traffic scenario Without redistribution With redistribution 

I II III IV I II III IV 

Single span slab damage in mid-span 

Single span slab damage at support 

Continuous beam damage in mid-span 

Continuous beam collapse of a pillar 

Continuous beam damage at support 

4,12 

5,74 

5,69 

4,09 

6,49 

4,11 

5,73 

5,60 

4,01 

6,25 

4,12 

5,74 

5,66 

4,08 

6,50 

4,11 

5,73 

5,57 

3,98 

6,33 

- 

- 

6,29 

4,48 

6,51 

- 

- 

6,26 

4,36 

6,26 

- 

- 

6,28 

4,45 

6,52 

- 

- 

6,25 

4,34 

6,36 

The results show a small difference between the different traffic scenarios, yet 

a moderate decrease in reliability can be observed for prognosticated traffic. 

Due to the redistribution of moments an increase in the reliability can be de-

tected for the statically indeterminate continuous beam, however the increase 

is rather small for some scenarios. This is mostly due to the limit state of 

shear becoming more significant than bending. 

4.2 Risk analysis 

The method of model uncertainties enabled the assignment of an estimate for 

the failure probability to each of the traffic situations on the bridge generated 

from the basic variables of the traffic simulation. For each traffic situation 

however the consequences of failure in terms of affected human lives can be 
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easily assessed if we allow for some basic assumptions on the number of pas-

sengers for trucks and cars. In this research each truck was assumed to hold 

one and each car to hold two people. Thus it became possible to estimate the 

risk for each of the different hazard and traffic scenarios. The results are dis-

played in Figure 5 in logarithmic scale. 

 

Figure 5. Results of risk analysis 

The risk of the hazard scenarios can be compared for example to the yearly 

mortality rate among motorist: 2,2·10
-4

 according to CURBACH et al. [15]. We 

can observe that two of these scenarios have a risk which is close or above 

this value for all traffic scenarios. Based on this comparison proprietors and 

operators of traffic infrastructure can make informed decisions in identifying 

critical scenarios and considering suitable protection measures. 

5 Conclusions 

A method was introduced to assess the reliability index and risk of different 

types of concrete bridges for hazard scenarios. These indicators proved suita-

ble to identify critical structures. The additional safety of statically indetermi-

nate structures due to the redistribution of moments could be implemented 

into the calculation. Some interesting insights on the combination of different 

time-dependent actions were also gained. 
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Abstract: The complexity of 3D surface crack growth behavior is investigated 

by the S-version Finite Element Method. The research work is focused on cy-

clic load, which gives an absolute picture of reality in an engineering world. 

The Monte Carlo method is embedded with S-version Finite Element Method 

for reliability analysis of the structural system with a mixture of random and 

interval parameters and loadings.  The purpose of employed the Monte-Carlo 

method is to determine the reliability of the structure. Thus, mean values and 

standard deviations of uncertain parameters need to be computed. The generat-

ed uncertain parameters by Monte-Carlo method are used for analysis in S-

version Finite Element Method. The S-version Finite Element Method is per-

formed by superposed the local dense finite element mesh on the global coarse 

finite element mesh. An adaptive mesh refinement method is implemented, 

which allows local refinement of the mesh without introducing a transition re-

gion. Based on S-version Finite Element Method results, probabilistic analysis 

is conducted. Probabilistic analysis represents the uncertainty in modeling stud-

ies.  It can offer the opportunity to view the impact of the uncertain parameters 

statistically. Variabilities of material properties are presented in a probabilistic 

analysis by using statistical distribution functions. The probability of failure 

which is caused by uncertain loads and material properties in the structure is 

estimated. Numerical example is presented to show that probabilistic analysis 

based on S-version Finite Element Method simulation provides accurate esti-

mates of failure probability. The comparison shows that the combination be-

tween S-version Finite Element Method analysis and probabilistic analysis 

provide a simple and realistic of quantify the failure probability. 
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1 Introduction 

The existence of surface crack has been a major problem in pressurized thick-walled cylin-

ders and nuclear reactor structural. Surface crack as well frequently found in aeronautical 

panel, cylinder of an extrusion press, riveted aeronautic reinforcement and pressure vessel. 

The most happen to be in semielliptical form. Due to the complexity of the three-

dimensional surface crack, many researchers have used numerical approximation to obtain 

the stress intensity factor. Thus, numerical calculation is one of the best remedy to solve 

the complexity. Various methods have been developed such as Finite Element Method, 

Extended-Finite Element Method and others. In this research work, S-version Finite Ele-

ment Method (s-FEM) was implemented for calculation of the stress intensity factor.  

The s-FEM has been applied to diverse application ranges such as heat affected zone mate-

rial [1, 2], corrosion cracking [3], crack closure effect [4] and composite material [5]. Var-

ious types of load behavior [6-9] as well have been an issue in the numerical 

implementation. The most striking one is the fatigue load since the fatigue load represented 

a real case study in an engineering world. Fatigue load is a major fracture cause in a struc-

ture due to long term cyclic load. The integrity of the structure can be questioned when a 

crack was discovered in a structure. Sustainability of the structure needs to evaluate in or-

der to avoid a fiasco, especially when a crack detected.  

Therefore, in this study s-FEM is developed together with an analysis of residual fatigue 

life. The prediction of fatigue crack growth rate is based on Paris law. The crack surface 

introduced into the structure is considered. In s-FEM 3-dimensional simulation model, 

fatigue load is applied throughout the process. Experimental works were carried out to val-

idate the simulation analysis data. The crack paths from simulation and experiment were 

compared and discussed briefly. Afterward, the change of the stress intensity factors along 

the cycle was investigated based on simulation results. 

2 Methodology 

The s-FEM was implemented in this study. Figure 1 shows the s-FEM concept. The coars-

er mesh was generated for global mesh while a denser mesh was used at near the crack tip 

area. Crack tip area was taken into account during the implementation of local mesh. On 

the global mesh,  crack tip area was neglected temporarily. 
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Global Mesh

Local Mesh

ΩL

ΩG

Γt

Γu

ΓGL

 ΩG : Global area

ΩL : Local area 

Displacement function

ui
G(x) in ΩG  

ui
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Figure 1. Concept of s-FEM. 

After the local mesh,  was overlaid on the global mesh, a complete structure is ready to 

be modeled. The size of local mesh area is crucial to be decided since the propagation of 

crack is affected by the calculation of the displacement function. The displacement on 

overlaid area was summed from global and local mesh as shown below:  

 (1) 

On the other hand, the strain of the superimposed area was calculated as below: 

  (2) 

Afterward, the relationship between stress and strain was implemented in virtual work 

equation and indicates by equation: 

 

 
(3) 

The final matrix form for s-FEM is: 

 (4) 

where  
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The  matrix represented the stiffness matrix of the superimposed area, and  is the 

displacement-strain matrix. By computing the final form of s-FEM matrix, displacement 

for each node can be obtained. The displacement for global and local mesh for each node 

was calculated simultaneously. The global mesh not affected by the changing of local mesh 

size. Re-meshing process can be generated for local area alone since the region of interest 

is at the crack tip area. Figure 2 shows the global mesh with boundary condition and com-

bination of local and global mesh. During the crack growth simulation, local mesh’s size 

was expanded and stress intensity factor (SIF) begun to calculate. 

The SIF was obtained based on calculation of energy release rate as shown below: 

 (5) 

where E is the modulus young during plane stress condition and equal to  for 

plane strain condition.  and  are Poison’s ratio and shear modulus respectively. SIF and 

energy release rate were used in crack growth simulation since the failure occurred in a 

linear elastic fracture mechanic’s region. 

 
  (a) (b) 

Figure 2. (a) Global mesh and (b) local mesh overlaid on global in wireframe view. 

The energy release rate was evaluated by virtual crack closure method (VCCM). Dis-

placements and nodal forces as shown in Figure 3 are required, in order to calculate accu-

rately the energy release rate. The VCCM for 20 nodes of hexahedron element was 

computed by: 

 (6) 

where I is referred to node number around the crack tip as shown in Figure 3. Constant C
I
 

is depicted as: 

 (7) 

Meanwhile, the energy release rate for non-symmetric local mesh was computed differ 

from equation (6) since the arrangement of crack front elements were not symmetric. The 

energy release rate for non-symmetric local mesh which implemented by [10] were em-

ployed in this study. 
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 (8) 

where  and  are the plane’s area at the crack front as shown in Figure 3. The  and  

are the stress and displacement respectively at the crack face. 
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Figure 3. Virtual crack closure method for local mesh with curved crack front. 

The value of  is representing by: 

 (9) 

3 Probabilistic Fatigue Life Analysis 

Prediction of fatigue life is a challenging problem in engineering design. As well as 

maintenance and inspection services which are exposed to the uncertain parameter in mate-

rial, external condition such as load and structural geometry itself. Therefore, an analysis 

considering all uncertain parameter is needed. 

Probabilistic fatigue life predictions were performed by using Monte-Carlo. The material 

parameter, crack length and the initial crack size are deemed as the random variable. The 

parameters' distribution is varied for each of geometry as shown in Table 1. The fatigue 

life analysis was performed in s-FEM utilizing the crack closure method and the appropri-

ate specimen. The code was written in C language. Parameters for the input induced clo-

sure model for Al 7075-T6 were based on work by [11]. The distributions for input 

parameters were developed from available literature data for aluminum 7075-T6. 
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In probabilistic analysis, Paris coefficient, C of Al 7075-T6 was represented by mean 

6.54x10
-13

 m/cycle with a standard deviation of 4.01x10
-11

 m/cycle. The distribution was 

assumed to be lognormal distribute based on the assumption made in the literature [11]. No 

standard deviation for fatigue power parameter, n since it was set as deterministic. The 

reason behind this was to control the acceleration of the crack growth in numerical calcula-

tion. Deterministic value of fatigue power parameter was computed since to monitor the 

sensitivity of remaining distributed variable. 

Young’s modulus was treated as a normal distribution as the variable changed accordingly 

during the real application. Young’s modulus also has small coefficient of variation and 

became the main reason for selecting Gaussian as the distribution. 

4 Experiment 

The surface crack was introduced by using four point bending test which conducted on the 

0°, 15° and 45° specimens. Throughout the study, the aluminum alloy, A7075-T6 was cho-

sen as the material of the specimen. The specimens were imposed on two steps, which are 

the initial step and after pre crack step. The differences between initial and after pre crack 

steps are the protuberance and the dimension of the specimen after pre crack introduced. 
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Table 1. Input distribution for the model 

Variable Distribution Mean Standard deviation 

Tensile Strength, Ultimate Deterministic 764 MPa 0 

Young’s modulus, E Normal 71.7 GPa 10.34 

Tensile Strength, Yield Deterministic 691 MPa 0 

Paris coefficient, C  Lognormal 6.54x10
-13

 m/cycle 4.01x10
-11 

Fatigue power parameter, n Deterministic 3.8863 0 

Threshold value, ΔKth Lognormal 5.66 MPa.m
0.5 0.268 

Initial crack length, da Lognormal 0.23 mm 0.05 

 

Firstly, a notch was introduced at the protuberance by using Electric Discharge Machining 

(EDM) with 1 mm depth as shown in Figure 4(a). Then, first fatigue test was performed by 

pure mode I load. A four point bending test was conducted. Due to the load, crack propa-

gated inside the protuberance starting from the notch. The fatigue test continued until the 

crack reached 2 mm mark on the flat plate, as shown in Figure 4(b). After 2 mm surface 

crack was appeared at the flat plate, the protuberance was removed and the specimens were 

cut according to the certain angle. Figure 5 shows the dimension of the specimen according 

to the angle subjected. 

2 mm

Notch

(a) (b)
 

Figure 4 Specimen (a) before fatigue test (b) after first fatigue test with surface crack. 

Crack 
angle

65
160

2
5

 

Figure 5 Dimension of specimen in mm. 

Second fatigue test was conducted by four point bending as well as shown in Figure 6. The 

distance of loading points was 70 mm, and cracked area was subjected to uniform bending 

moment. Due to inclination of crack surface,  and  exist near the specimen sur-
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face.  and  exist at the deepest point of surface crack. Stress ratio 0.1 was used. 

To measure the change of surface crack shape, beach mark was introduced by stress ratio 

R=0.8. 

140 mm

70 mm

 

Figure 6 Four point bending test. 

5 Results and Discussion 

The uncertain inputs data was generated according to its distribution with respect to mean 

and standard deviation value as shown in Figure 7. The frequency of each random parame-

ter represented the distribution.  Each parameter’s computations were compared with the 

best fit cumulative distribution function. The parameters were shown that, it was generated 

according to its distribution function. 

The 95% confidence bounds of data inputs shown in Figure 8. All data inputs; Young’s 

modulus, Paris coefficient, threshold value and initial crack length were generated within 

the two standard deviation of each parameter. It showed the capability of developed s-FEM 

code to generate random variables according to certain distribution.  

In Figure 9, the simulation results for growth of the surface crack were compared with ex-

perimental results. The notch introduced at the early stage of the experimental process was 

shown clearly in this figure as an initial for crack to growth. After the cyclic load was ap-

plied on the specimen, the pre-cracking was generated as shown in the plot. The pre-

cracking area was drawn in the graph. Crack growth for experimental works was started to 

be observed after pre-cracking’s area. The same initial conditions introduced for numerical 

model. As well as the size of pre-cracking area was modelled in local mesh. In this figure, 

variations of crack growth shown as the results of the randomness of uncertain parameters. 

It showed all possibilities that crack tend to growth with respect to certain random parame-

ters. 
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Figure 7 Data inputs distribution. 
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Figure 8 The 95% confidence bounds of data inputs. 

 

Figure 9 Comparison of x-y axis of crack growth. 

Constant amplitude fatigue simulation data on 100 samples of four point bending speci-

mens of aluminium A7075-T6 plates were computed. Each sample was tested under the 

same maximum loads of 40 kN. Figure 10 shows the histogram for specimen to fail. It 

showed that more than 80% failure occurred in between 5x10
7
 cycles.  For material such as 

aluminium A7075-T6, which does not show any fatigue limit in S-N curve is essential to 

determine the failure cycle and probability of failure as shown in Figure 11.  
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Figure 10 Histogram and predicted cumulative distribution function of cycles for specimen 

to fail. 

 

Figure 11 Probability of fatigue life for model prediction 

6 Conclusion 

The s-FEM simulation with auto-mesh generation and fully automatic fatigue crack growth 

system was implemented. Experimental works were compared with simulation results and 

indicate that the findings were close with the actual case. The crack path from experiment 

showed that the crack tends to grow to elliptical shape. Probability of failure and failure 

cycle were determined in the developed source code in order to emphasis the capability of 

the numerical simulation. 
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Abstract: The spatial variability of soil properties affects soil behaviour and 

geotechnical performance. It also leads to uncertainty in design due to incom-

plete knowledge about the ground conditions. This paper demonstrates how the 

Random Finite Element Method (RFEM) may be used to quantify the perfor-

mance of geotechnical structures within a probabilistic framework, so account-

ing for the impact of heterogeneity on structure response, while, at the same 

time, quantifying the uncertainty. In particular, it is shown that RFEM provides 

a self-consistent framework for understanding the concept of characteristic 

property values in Eurocode 7, as well as providing a means by which reliabil-

ity-based characteristic values may be determined. The procedure is demon-

strated for a 3D slope stability problem. Characteristic values are shown to be 

problem dependent and a function of two competing factors: the spatial averag-

ing of properties along potential failure surfaces, which reduces the coefficient 

of variation of the property values; and the tendency of failure mechanisms to 

follow the path of least resistance, which causes an apparent reduction in the 

property mean. 

1 Introduction 

Soils exhibit spatial variability of material properties. This spatial variability, 

frequently referred to as heterogeneity, is anisotropic, often depth-dependent 

and occurs at multiple scales: at the very small scale, as seen in the arrange-

ment of solid particles of sand or in the arrangement of fibres in fibrous mate-

rials such as peat; at the decimetre to metre scale, as observed in CPT 
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soundings within soil layers; and at larger scales too, for example as seen in 

the geological layering of soils of different types. Spatial variability influ-

ences fluid flow, material behaviour and “global” geo-structural response. It 

also leads to uncertainty in ground conditions and thereby to uncertainty in 

design (HICKS [5]). 

This paper focuses on the spatial variability of soil properties that occurs 

within so-called uniform layers and adopts a probabilistic approach to quanti-

fying the uncertainty that arises through having incomplete information about 

the ground conditions. Hence soil properties are defined in statistical terms 

and geotechnical performance is defined probabilistically; for example, in 

terms of reliability, the probability of failure not occurring. This is in contrast 

to traditional deterministic analysis based on single “representative” soil 

property values, which leads to factors of safety for which there is no infor-

mation regarding probability of failure. 

The paper considers the issue of spatial variability within the context of char-

acteristic soil property values advocated in Eurocode 7 (EC7) (CEN [1]). It is 

shown that stochastic analysis may be used as an aide to understanding the 

philosophy and nature of characteristic values, as well as providing a frame-

work for deriving reliability-based values in line with EC7 (HICKS [6], 

HICKS & SAMY [10]). This is based on linking random field theory for gen-

erating spatial property distributions with finite elements for computing geo-

structural response, an approach often referred to as the Random Finite Ele-

ment Method (FENTON & GRIFFITHS [3]). The procedure for deriving 

characteristic values is demonstrated for a 3D slope stability problem. The 

results also provide insight into the influence of spatial variability on the per-

formance of geotechnical structures. 

2 Extracts from Eurocode 7 

The importance of accounting for the variability of soils is highlighted in Sec-

tion 2.4.5.2 of Eurocode 7, “Characteristic values of geotechnical parameters” 

(CEN [1]). Table 1 lists some of the main clauses, including: Clause (4)P, 

which highlights the spatial nature of soil variability, the uncertainty this 

causes and the problem-dependency of characteristic values; Clause (7), 

which emphasises the importance of the mean over the domain of influence; 

Clause (8), which considers the special case of local failure; and Clause (11), 

which considers the use of statistical methods. 
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Table 1. Extracts from Section 2.4.5.2 of Eurocode 7 (CEN [1]) 

No. Clause 

(4)P 

 

The selection of characteristic values for geotechnical parameters shall take account of 

the following: 

● geological and other background information, such as data from previous projects; 

● the variability of measured property values and other relevant information, e.g. from 

existing knowledge; 

● the extent of the field and laboratory investigation; 

● the type and number of samples; 

● the extent of the zone of ground governing the behaviour of the geotechnical struc-

ture at the limit state being considered; 

● the ability of the geotechnical structure to transfer loads from weak to strong zones 

in the ground. 

(7) The zone of ground governing the behaviour of a geotechnical structure at a limit state 

is usually much larger than a test sample or the zone of ground affected in an in situ test. 

Consequently the value of the governing parameter is often the mean of the range of 

values covering a large surface or volume of the ground. The characteristic value should 

be a cautious estimate of this mean value. 

(8) If the behaviour of the geotechnical structure at the limit state considered is governed by 

the lowest or highest value of the ground property, the characteristic value should be a 

cautious estimate of the lowest or highest value occurring in the zone governing the 

behaviour. 

(11) If statistical methods are used, the characteristic value should be derived such that the 

calculated probability of a worse value governing the occurrence of the limit state under 

consideration is not greater than 5%. 

NOTE: In this respect, a cautious estimate of the mean value is a selection of the mean 

value of the limited set of geotechnical parameter values, with a confidence level of 

95%; where local failure is concerned, a cautious estimate of the low value is a 5% frac-

tile. 

 

HICKS [6] gave a detailed review of Section 2.4.5.2 by explaining selected 

clauses, clarifying the relationship between clauses and addressing areas of 

potential confusion. In particular, the paper focussed on the statistical defini-

tion of a characteristic value given in Clause (11) and explained how it is, de-

spite first appearances, completely consistent with Section 2.4.5.2 as a whole, 

including Clauses (7) and (8) and the footnote to Clause (11). For this pur-

pose, HICKS [6] argued that the Random Finite Element Method provided a 

self-consistent framework for quantifying and understanding the response of 

geotechnical structures given soil heterogeneity, and for deriving characteris-

tic values satisfying the requirements of Eurocode 7 as demonstrated previ-

ously by HICKS & SAMY [10]. 

Clause (11) states that “the characteristic value should be derived such that 

the calculated probability of a worse value governing the occurrence of the 

limit state under consideration is not greater than 5%”. This implies a mini-
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mum level of reliability of 95% regarding response of the structure (before 

application of partial safety factors) and appears to contradict Clauses (7) and 

(8) and the footnote to Clause (11) which focus on property values rather than 

structure response. However, HICKS [6] used Figure 1 to demonstrate that 

the latter are merely special cases of Clause (11). 

 

(a) Basic definition of Xk 

 

(b) General definition of Xk 

Figure 1. Derivation of characteristic property values satisfying Eurocode 7 (HICKS [6]). 
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2.1 Reliability-based characteristic values 

Figure 1(a) shows the probability density function of a material property X, 

which, to simplify the illustration, is assumed to be normal with a mean value 

Xm. The simplest way to derive a reliability-based characteristic value Xk is to 

proportion the area under the distribution as indicated. However, this is not 

consistent with Clause (11) as it merely defines a value of Xk for which there 

is a 95% probability of a larger value. 

Figure 1(b) gives a more general derivation of Xk that is consistent with 

Clause (11) and, by association, with all other clauses in Section 2.4.5.2. This 

involves proportioning the area under a modified distribution of X that has 

been back-figured from the response of the geotechnical structure itself. The 

modified distribution is narrower than the underlying property distribution 

due to the averaging of property values over potential failure surfaces. It is 

also shifted to the left, due to the tendency for failure to propagate through 

weaker zones. Hence, although it may be reasonable to take a conservative 

estimate of the mean property value over a potential failure surface as the 

characteristic value for that mechanism, this mean will generally be smaller 

than the mean of the underlying property distribution. Variance reduction 

methods may therefore give an unsafe solution if no account is taken of the 

reduction in the mean. 

HICKS [6] explained how the modified property distribution is a function of 

the underlying distribution, the spatial correlation of property values, the 

problem being analysed and the quality and extent of site investigation data. 

Moreover, the modified distribution has two limits:  

● When the spatial scale of fluctuation is very small relative to the problem 

domain there is much averaging of soil properties, so that the standard de-

viation approaches zero and the mean tends to the mean of the underlying 

distribution. In this case a cautious estimate of the mean is appropriate, as 

advocated by Clause (7) and the first part of the footnote to Clause (11). 

● When the spatial scale of fluctuation is very large relative to the problem 

domain there is a very large range of possible solutions, so that the modi-

fied distribution approaches the underlying distribution. In this case Clause 

(8) and the second part of the footnote to Clause (11) are relevant. 

HICKS [6] also explained how the modified property distribution in Figure 

1(b) may be derived for general problems. This is based on the work of 
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HICKS & SAMY [10], who proposed a solution strategy for deriving reliabil-

ity-based characteristic values based on the Random Finite Element Method 

and demonstrated its use in analysing a 2D slope stability problem. This paper 

extends this earlier work by illustrating the process for a 3D slope. 

3 Modelling spatial variability 

The spatial variability of soil properties is herein modelled by random fields 

generated using Local Average Subdivision (FENTON & VANMARCKE 

[4]). The pointwise variability of the material property (in this case, undrained 

shear strength) is represented by a normal distribution and by the property 

mean and standard deviation, whereas the spatial variability is represented by 

the scale of fluctuation  which is a measure of the distance over which mate-

rial properties are significantly correlated (VANMARCKE [16]). Due to the 

process of deposition in natural soils and engineering construction, the hori-

zontal scale of fluctuation is generally much larger than the vertical scale of 

fluctuation, as has been reported and modelled for example by HICKS & 

SAMY [9-11]. 

4 Numerical example 

The method for deriving characteristic values is illustrated through analysing 

an idealised 3D slope stability problem; specifically, a 45° clay slope of 

height 5 m and length 100 m, resting on a firm base and characterised by a 

spatially varying undrained shear strength cu. Figure 2 shows the problem ge-

ometry and mesh details. These are the same as used by HICKS & SPENCER 

[12] and SPENCER & HICKS [14], who conducted a detailed investigation 

into the influence of the horizontal scale of fluctuation on potential failure 

mechanisms and slope reliability, and HICKS et al. [7] who investigated the 

volumes of soil associated with potential slides. The mesh comprises 8000, 

20-node finite elements, each using 2  2  2 Gaussian integration and having 

dimensions of 1.0  1.0  0.5 m (except for along the sloping surface where 

elements have been distorted to fit the problem geometry). The base of the 

mesh is fixed, whereas the back face is on rollers preventing displacement in 

the x direction. Both ends of the mesh are on rollers allowing only vertical 

movement; HICKS & SPENCER [12] found that preventing movement in the 

x direction avoided a bias in failures near these locations and validated the 

boundary condition through analysing slopes of different length. 
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(a) Isometric projection 

 

(b) Cross-section through mesh 

Figure 2. Slope geometry and finite element mesh details (HICKS & SPENCER [12]). 

In this investigation the clay is modelled by a linear elastic, perfectly plastic 

soil model. The model’s elastic component is defined by a Young’s modulus, 

E = 100000 kPa, and Poisson’s ratio,  = 0.3, whereas the plastic component 

comprises a Von Mises failure surface. The undrained shear strength is mod-

elled by a normal distribution with a mean of 40 kPa and a standard deviation 

of 8 kPa. The vertical scale of fluctuation is v = 1.0 m, whereas a range of 

possible values has been considered for the horizontal scale of fluctuation h. 

4.1 Methodology 

For each value of h a Monte Carlo simulation has been carried out, compris-

ing 250 realisations. Each realisation involves two steps: (a) the generation of 
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a random field of cu, using the statistics of cu and Local Average Subdivision; 

and (b), the finite element analysis of the slope by applying gravity loading to 

generate the in situ stresses, assuming a soil unit weight of 20 kN/m
3
. 

The second step also uses the strength reduction method for finding the factor 

of safety F of the slope. Hence, each Monte Carlo simulation results in a dis-

tribution of factors of safety, from which a distribution of “effective” values 

of undrained shear strength may be back-figured; in this case, through relating 

F and effective cu via the slope stability number (TAYLOR [15]). 

4.2 Results and evaluation 

Figure 3 shows the distribution of computed factors of safety for a degree of 

anisotropy of the heterogeneity of h/ v = 48, as well as a fitted normal distri-

bution. The tendency for failure to follow the weakest path results in most 

factors of safety lying below the deterministic factor of safety (F = 2.47) for a 

slope with cu = 40 kPa. Figure 4 shows the back-figured distribution of effec-

tive cu and compares it with the underlying distribution of cu, demonstrating 

that the effective distribution has a lower mean and standard deviation than 

the underlying distribution. 

Figure 5 summarises the results for all analyses, by plotting the mean and 

standard deviation of the effective cu as a function of h/ v and comparing the-

se results with the underlying mean and standard deviation. For a degree of 

anisotropy of 1, the scale of fluctuation is small in all directions relative to the 

slope height. This causes failure mechanisms to propagate almost equally 

through weak and strong zones alike, thereby leading to considerable averag-

ing of material properties, and to a mean approaching 40 kPa and a standard 

deviation approaching zero. In this case, HICKS & SPENCER [12] demon-

strated a tendency for a 2D failure mechanism consistent with that for a 2D 

deterministic analysis based on the mean cu (referred to as “Mode 1” failure). 

As the horizontal scale of fluctuation increases, failure mechanisms develop 

through weaker zones resulting in discrete 3D “Mode 2” failures (HICKS & 

SPENCER [12]). This results in a decrease in the mean and an increase in the 

standard deviation of the effective cu. 
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Figure 3. Distribution of factor of safety for h/ v = 48. 

 

 

Figure 4. Distribution of “effective” cu for h/ v = 48. 
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Figure 5. Influence of h/ v on the mean and standard deviation of “effective” cu. 

Finally, as the horizontal scale of fluctuation exceeds about half the length of 

the slope, in this case represented by h/ v = 50, the tendency for discrete fail-

ures reduces due to the influence of the mesh boundaries; at the same time 

there is an increasing tendency for 2D “Mode 3” failures initiating at depths 

influenced by the distribution of the weak and strong “layers” (HICKS & 

SPENCER [12]). This results in the mean approaching the underlying mean 

of 40 kPa. However, even though the standard deviation reaches a maximum 

of around 3 kPa, it remains well below the underlying standard deviation of 8 

kPa due to the small value of v causing considerable averaging of property 

values in the vertical direction. 

Figure 6 shows typical 3D deformed mesh and x-displacement contours at 

failure for Modes 1, 2 and 3. However, these are purely illustrative; HICKS et 

al. [7] and HICKS & SPENCER [12] highlighted the wide range of failure 

mechanisms possible when accounting for three-dimensional effects, especial-

ly for the most probable failure mode, Mode 2. 
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 (a) Mode 1                      (b) Mode 2                      (c) Mode 3 

Figure 6. Deformed meshes and contours of x-displacement for typical failure mechanisms. 

4.3 Further comments 

As indicated in the earlier discussion regarding Figure 1(b), reliability-based 

characteristic values are derived by proportioning the area under the probabil-

ity distributions of effective cu, such as that shown in Figure 4. It is clear that 

the distribution of cu from which the characteristic value is obtained is nar-

rower and has a lower mean than the underlying property distribution, for the 

reasons discussed earlier. There are two further points worthy of note: 

● Although there is only a modest reduction in the mean for the example 

presented in this paper, this is largely due to the simplicity of the problem 

itself. For example, HICKS & SAMY [9-11] showed that weak zones can 

have a greater influence in problems in which there is an underlying depth 

trend in the statistics (as is often the case). Moreover, HICKS & 

ONISIPHOROU [8] investigated the influence of spatial variability of 

sand state on the liquefaction potential of an underwater slope and showed 

that, for realistic degrees of anisotropy of the heterogeneity, slope stability 

was often governed by the weakest zones. In their investigation, a deter-

ministic analysis based on the mean sand state gave an upper bound solu-

tion. 

● The modified soil property distributions quantify the uncertainty in the 

structure response due to lack of knowledge of the soil spatial variability. 

This led HICKS [6] to highlight two practical questions: “(a) what is the 

required intensity of in situ testing to give reasonable estimates of the soil 

property statistics; and (b), how may the uncertainty in geotechnical per-

formance be reduced through the optimal use of available data?” A start on 
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addressing these issues has been made by VAN DEN EIJNDEN & HICKS 

[2] and LLORET-CABOT et al. [13]. 

5 Conclusions 

The influence of spatial variability of soil properties on geotechnical perfor-

mance and uncertainty has been demonstrated for an idealised 3D slope sta-

bility problem. As previously discussed by HICKS [6] and demonstrated by 

HICKS & SAMY [10], the Random Finite Element Method may be used as a 

basis for understanding and determining reliability-based characteristic values 

in line with the requirements of Eurocode 7 (CEN [1]). HICKS [6] highlight-

ed that the modified property distribution, from which characteristic values 

should be derived, is different to the underlying property distribution in two 

respects: (a) it is narrower due to the averaging of properties over potential 

failure surfaces; and (b), it has a reduced mean due to the tendency for failure 

to follow the path of least resistance. This observation has been supported by 

the results in this paper, reinforcing the view that variance reduction methods 

may give an unsafe solution if no account is taken of the reduction in the 

mean. 
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Abstract: This paper presents a quantification of different vertical and lateral 

pile group models. Therefore the chosen models are briefly introduced. The 

uncertainty quantification for the total model uncertainty is then introduced. 

This total model uncertainty is a combination of the model uncertainty and the 

parameter uncertainty. After the introduction of the models and the uncertainty 

analysis the investigated geometry and the stochastic input parameters are de-

scribed. The methodology is applied to the above-mentioned applications and 

the results therefore are discussed. 

1 Introduction  

Model uncertainty is an important model property which has to be considered 

for a reliable and therefore safe model application. DITHNDE et al. [3] stated, 

that uncertainty analyses are essential especially in foundation engineering. 

MOST [6] shows for the prediction and simulation of an appropriate structural 

behaviour it is significant to consider a model choice evaluation including the 

evaluation of the complexity and the prediction capability of the models. For 

example, the research of SCHMOOR et al. [16] about the influence of the varia-

bility of soil and load parameters according a monopile does not take this 

source of uncertainty into account. Taking this model prognosis uncertainty 

into account can support the model selection process and can be the basis for 

subsequent simulations like the above-mentioned reliability analyses [16]. 

Nowadays in bridge engineering, the use of integral or semi-integral struc-

tures is rising. This new development needs a holistic modelling of the com-

plete structure. One major part of these engineering structures is the 
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surrounding soil at the abutments and the pile-soil-pile interaction of the pier 

foundations. Deflections and rotations of the foundation defined by their stiff-

ness prediction can reduce restraining forces in the structure in comparison to 

the fixed foundation boundary conditions [11]. This paper focuses on differ-

ent models for the prediction of the vertical and lateral stiffness of pile group 

foundations and their quantification of the total model uncertainty.  

1.1 Vertical pile group models 

Vertical loading on pile groups can be analysed using analytical solutions and 

numerical techniques like the Finite Element Method or the Integral Equation 

Analysis. A rather high number of different models for each methodology ex-

ist, which differ in their considered phenomenon for the piles, their interaction 

in the group and the soil conditions. The research of RANDOLPH et al. about 

the behaviour of single piles [13] and pile groups [14] is cited in almost every 

publication afterwards and can be renowned as a fundamental approach to 

determine the vertical stiffness of piles and piles groups. The interaction be-

tween the piles is dependent on the displacement field arising from the settle-

ment of a loaded (“source”) pile and therefore the piles follow the free-field 

displacement generated by their neighbours, as an assumption (superposition 

of individual pile displacement field). The model could be applied to any gen-

eral geometry of the pile group. The only restriction being that all the piles 

must be embedded to the same depth. The soil behaviour is modelled as a lin-

ear-elastic material defined by the shear modulus which is assumed to vary 

linearly with depth and a constant Poisson´s ratio. 

MYLONAKIS et al. [7] used this model as their basis for further investigations. 

The analytical formulation is based on the Winkler model of soil reaction for 

determining the vertical interaction factors between two piles embedded in 

multi-layered soil. In order to analyse this interaction, the interplay between 

the adjacent (“receiver”) pile and the soil subjected to this displacement field 

is additionally considered, in comparison to RANDOLPH et al. [14]. Axial pile 

rigidity and the soil reaction at the pile tip tend to reduce the settlement based 

on the assumption by [14].  

In order to develop a practical design approach by determining nomogram, 

RUDOLF [15] defined a numerical model for pile groups which take into ac-

count the partial safety concept. This model is developed based on extensive 

parameter studies complemented by the results of extended analytical meth-

ods. The soil is modelled as a bi-linear material with a failure criteria defined 

by Mohr-Coulomb.  
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Table 1 shows the different phenomenon criteria’s and the corresponding in-

put parameters of the considered models. If the pile behaviour is assumed to 

be rigid, there is no need for defining a modulus of elasticity for the pile. 

Therefor this parameter is not considered in the model by RANDOLPH et al.  

[14] and the model by RUDOLPH [15]. The soil parameter friction angle, dila-

tancy and cohesion are needed for the description of the Mohr-Coulomb ma-

terial model. They are exclusively included in the nonlinear soil model by 

RUDOLPH [15] and are not necessary for the other models, which assume line-

ar-elastic soil behaviour. 

Table 1. Characteristics of pile models considered due to vertical loading. 

  RANDOLPH et al.  

[14] 

MYLONAKIS et al. 

 [7] 

RUDOPLH  

[15] 

pile behaviour 

soil behaviour 

 

 

soil stratification 

 rigid 

linear-elastic 

 

 

homogenous  

compressible  

linear-elastic 

 

 

multi-layered 

rigid 

bi-linear 

Mohr-Coulomb  

failure criteria 

multi-layered 

pile Young´s modulus 

soil Young’s modulus 

soil shear modulus  

Poisson ratio 

friction angle 

dilatancy 

cohesion 

earth pressure at rest 

coefficient 

Ep 

Es 

Gs 

s 

 

 
c 

K0 

- 

+ 

+ 

+ 

- 

- 

- 

- 

+ 

+ 

+ 

+ 

- 

- 

- 

- 

- 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

 

1.2 Lateral pile group models 

Static lateral loaded pile groups have been under investigation since the early 

sixties. There are a multitude of different models in existence to predict the 

lateral deflection behaviour of pile groups. An overview is given by OOI et al. 

[8] and OOI et al. [9]. In the following section, two different approaches are 

investigated for lateral loaded pile groups. 

The lateral loaded pile model developed by RANDOLPH [12] can be used with 

an interaction approach by POULOS [10] for laterally loaded pile groups. 

RANDOLPH [12] presented simple analytical solutions for laterally loaded 

piles. These analytical solutions are obtained by curve-fitting of the results of 

Finite Element Analyses of laterally loaded piles. Therefore, RANDOLPH [12] 

assumed that the piles are embedded in an elastic soil medium. Under this as-
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sumption a power law relationship was developed. These solutions can be ap-

plied for deflection u and the rotation  at the soil surface. This lateral load 

pile model is extended by using the interactions factor concept from POULOS 

[10] which is modified by to RANDOLPH [12] to predict the lateral pile group 

behaviour.  

The second lateral load model considered was developed by DUNCAN et al. 

[2]. This model uses the concept of p-y analysis. The Characteristic Load 

Method (CLM) approximates the results of the nonlinear p-y analyses. This 

model was developed using an amount of different p-y calculations to express 

the results in a dimensionless relationship. These factors can be used to pre-

dict the deflections and maximum moments of lateral load piles. For the anal-

ysis of pile group behaviour, the CLM p-y multiplier is used by MOKWA et al. 

[5]. For the computation, a revised form of these p-y multiplier are used by 

BRETTMANN et al. [1]. 

Both models are used for different back calculation of filed load tests and 1g 

scale test and show their application possibilities. Table 2 shows the different 

effects and phenomena which can be reproduced with both considered lateral-

ly loaded pile models. The essential input parameter shows that the models 

differ in major parts. 

 

Table 2. Characteristics of pile models considered due to lateral loading. 

  RANDOLPH  

[12] 

DUNCAN 

 [2] 

pile behaviour 

pile head behaviour 

soil behaviour 

Young’s modulus 

shear modulus 

Possion’s ratio 

horizontal stiffness 

rotational stiffness  

 flexible  

fixed/free head 

elastic 

may vary with depth 

may vary with depth 

constant with depth 

possible 

possible  

flexible  

fixed/free head 

nonlinear p-y 

may vary with depth 

may vary with depth 

constant with depth 

possible 

not possible  

pile Young´s modulus 

soil Young´s modulus 

soil shear modulus  

Possion´s ratio 

friction angle 

effective unit weight 

Rankine coefficient of 

passive earth pressure 

Ep 

Es 

Gs 

s 

´ 

KP 

+ 

+ 

+ 

+ 

- 

- 

- 

+ 

+ 

+ 

+ 

+ 

+ 

+ 
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2 Geometry and parameters for different pile group applications 

Two different types (denoted by I and II) for the geometry of the pile group 

are analyzed, see Fig. 1. A pile group with only one row of piles (I) in longi-

tudinal direction of a bridge on the one hand and beyond this, a square group 

(II) of piles is investigated in the next section. Both types of pile foundation 

can be found for different types of bridge constructions. The type (II) gener-

ates more lateral stiffness in comparison to the type (I). Therefore the type (II) 

is applied for the classical decoupled beam bridges (decoupling between su-

perstructure and substructure using bearings). In contrast to this, the type (I) is 

used commonly for semi-integral and integral bridges in order to reduce the 

horizontal stiffness of the foundation, which can reduce restraining forces in 

the entire structure (often a critical design criteria for integral bridges).  

Homogenous soil as a large graded and compact sand (SW) is defined for 

both configurations of the pile groups. Ongoing research about the influence 

of the soil stratification, different types of soil, varying pile properties (length, 

diameter) and other pile group geometries are not part of this paper.  

 

 

Figure 1. Geometry of pile groups and soil conditions 

 

The length of the pile is estimated using a pre-design method for static pile 

formulations to consider that the pile will be long enough to carry the vertical 

and horizontal load of a 3 span (36.95 m – 41.00 m – 32.35 m) semi-integral 

concrete box girder bridge. 
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3 Uncertainty analysis of different pile group models 

3.1 Stochastic Input Parameter  

The stochastic input parameters are chosen as artificial data to show the gen-

eral methodology for the uncertainty quantification for pile group models. 

The different input parameters and their distribution, mean, coefficient of var-

iation and the correlation matrix is shown in Table 3. 

 

Table 3. Probabilistic input parameters of pile and soil properties. 

Material Property  Distribution  

 

Mean value 

  

CV  

 

Correlation Matrix 

Ep Es s  

pile Young´s modulus 

soil Young’s modulus 

Poisson ratio 

friction angle 

Ep 

Es 

s 

 

Log Normal 

Log Normal 

uniform 

Log Normal 

30000 MN/m² 

80 MN/m² 

0.28…0.32 

37.5 

0.15 

0.20 

- 

0.20 

1.0 

0 

0 

0 

0 

1.0 

0.7 

0.4 

0 

0.7 

1.0 

0 

0 

0.4 

0 

1.0 

 

3.2 Uncertainty Quantification 

The uncertainty analysis considers the complexity of the models (epistemic 

uncertainty) and the influence of uncertain input parameters concerning the 

model output (aleatoric uncertainty). A reference model is used in order to 

evaluate the deterministic differences in the prognosis and to determine there-

fore the epistemic uncertainty. Experimental data could be used for this pur-

pose, but usually a lack of specific experimental data exist in the design 

process of engineering structures. Therefore the most complex model of the 

considered models is fixed as a benchmark for the simplified models. 

Through the highest complexity, the accuracy for describing the physical 

phenomena should be highest, as an assumption. The model uncertainty is 

defined as: 

645.1

KK
CV

icomplex

K,elmod i
  (1) 

with i partial model (considered model) and 

K predicted stiffness of the model.  
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The difference in the model output between a simplified model in relation to 

the complex model (reference model) is in the 90%-CI of the complex one, as 

an assumption. 

The quantification of the parameter uncertainty is simulated with 5000 scatter 

material properties of the pile and the soil (see Table 3). 

Latin Hypercube Sampling [4] is used as an effective sampling strategy. The 

correlation between the input parameters is considered inside the sampling. 

The parameter uncertainty is defined as:   

i

i

i

K

K

K,parameterCV   (2) 

with  standard deviation of the model output, 

µ mean value of the model output, 

i partial model (considered model) and 

K predicted stiffness of the model.  

 

The total uncertainty is based on the idea of [6] and defined as: 

2

K,parameter

2

K,elmodK,total iii
CVCVCV   (3) 

with elmodCV   model uncertainty expressed by the coefficient 

                  of variation according the model output and 

paramaterCV   parameter uncertainty expressed by the coeffi- 

                  cient of variation according the model output. 

 

4 Results of the deterministic and probabilistic model evaluation 

4.1 Uncertainty quantification for vertical loading 

The deterministic solution for the vertical stiffness of the pile group (see Fig. 

2a)) show, that the prognosis for elastic loading is quite similar according to 

the considered models. Influenced by the different distance between each of 

the piles inside the group in relation to the pile foundation assembly (I) or (II), 

the interaction factors are different and therefore the resulting vertical stiff-

ness is not constant between both configurations. The interaction is higher in 

the quadratic assembly (II) compared to the assembly with all piles in one row 

(I) and consequently the stiffness of (I) is higher compared to (II). The non-

linear model by RUDOLPH [15] was chosen as reference model because of the 

highest model complexity. Therefore the model of RUDOLPH [15] has no mod-

el uncertainty. The model uncertainty of RANDOLPH et al. [14] and 
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MYLONAKIS et al. [7] is in the range of CVmodel,vertical,elastic < 0.02 and the pa-

rameter uncertainty for all s/d-ratios is in the range of CVparameter,vertical,elastic ~ 

0.20 for all considered vertical pile foundation models. Hence, the resulting 

total uncertainty is mainly influenced by the parameter uncertainty of the 

model and is the range of CVtotal,vertical,elastic ~ 0.20 as it is shown in Fig. 2(b).  

 

800

1200

1600

2000

2400

2800

2 4 6 8 10

v
er

ti
c
a

l 
st

if
fn

e
ss

 K
V

[M
N

/m
]

s/d-ratio [-]

RAN1979 2x2 MYL1998 2x2 RUD2005 2x2

RAN1979 4x1 MYL1998 4x1 RUD2005 4x1  

0,0

0,2

0,4

0,6

0,8

1,0

2 4 6 8 10

to
ta

l 
u

n
ce

rt
a

in
ty

 C
V

to
ta

l,
v

er
ti

ca
l,

el
a

st
ic

[-
]

s/d-ratio [-]

RAN1979 2x2 MYL1998 2x2 RUD2005 2x2

RAN1979 4x1 MYL1998 4x1 RUD2005 4x1  
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sidered models as a function of the ratio  
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els as a function of the s/d-ratio  

Figure 2. Vertical stiffness prediction and total uncertainty in case of elastic loading 

 

In comparison to the linear loading and according to the results of the uncer-

tainty, a nonlinear vertical loading influences strongly the vertical stiffness 

and in consequence the uncertainty of the pile foundation stiffness prediction, 

see Fig. 3(a). The models by RANDOLPH and WROTH [14] and MYLONAKIS 

and GAZETAS [7] assume linear-elastic soil behaviour and therefore, the verti-

cal stiffness is independent on the loading conditions. The results according to 

the deterministic vertical stiffness shown in Fig. 3(a) are the same compared 

to Fig. 2(a) for the above-mentioned models. The approach by RUDOLPH [15] 

considers a bi-linear behaviour of the soil with the Mohr-Coulomb failure cri-

teria. Therefore, the stiffness can be decreased in a large amount for nonlinear 

loading of the pile foundation. In this example, the loading for the pile foun-

dation was 25 MN in order to force high nonlinear effects in the soil. The lin-

ear prognosis of the more simplified models overestimate enormously the 

stiffness, which results in a high model uncertainty for both linear models 

0.20 < CVmodel,vertical,nonlinear < 0.65. The nonlinear model by RUDOLPH [15] was 
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chosen as the reference model. The parameter uncertainty for the linear mod-

els [7,14] is exactly the same for the nonlinear loading as for the linear load-

ing. For the complex nonlinear model [15], the parameter uncertainty 

increases significantly up to CVparameter,vertical,nonlinear ~ 0.45. Taking into account 

the model uncertainty and parameter uncertainty leads to the total uncertainty 

for the considered vertical pile models due to nonlinear loading (see Fig. 3). 

The results for short ratios between the pile spacing (s) and the diameter of 

the pile (d) determine a slight difference in the uncertainty of the model prog-

nosis. In contrast, for higher s/d-ratios the difference between the nonlinear 

and linear models increases.  
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Figure 3. Vertical stiffness prediction and total uncertainty in case of nonlinear loading 

 

4.2 Uncertainty quantification for lateral loading 

In the case of the laterally loaded pile group models, the deterministic solu-

tion for the horizontal stiffness of the pile group is shown in Fig. 4(a). Quite 

significant differences in the stiffness prediction are obvious. The nonlinear 

model by DUNCAN et al. [2] was chosen as the reference model. The model 

uncertainty is in the range of CVmodel,lateral,elastic ~ 0.60 for the squared pile 

group (II) and CVmodel,lateral,elastic ~ 0.13 for the row of piles (I). The parameter 

uncertainty for the RANDOLPH [12] model is for various s/d-ratios between the 

range of CVparameter,lateral,elastic ~ 0.05 - 0.17 for the squared (II) and the row pile 
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group (I). The DUNCAN et al. [2] model shows a parameter uncertainty CVpa-

rameter,lateral,elastic ~ 0.36 - 0.39 for both pile group assemblies. The resulting total 

uncertainty of both models is shown in Fig. 4(b). 
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Figure 4. Lateral stiffness prediction and total uncertainty in case of linear loading 

 

In comparison to the elastic loading and the results according to the uncertain-

ty, a nonlinear loading strongly influences the lateral stiffness of the pile 

foundation (see Fig. 5(a)). In contrast to the elastic loading, both models show 

a similar behaviour for the two different pile group geometries (I) and (II). 

The deterministic nonlinear lateral stiffness (see Fig. 5) is decreased com-

pared to their elastic stiffness (see Fig. 4). In this example, the lateral nonline-

ar loading for the pile foundation was 0.45 MN in order to force nonlinear 

effects in the model response. The linear prognosis of the more simplified 

model by RANDOLPH [12] underestimates the stiffness, which results in a high 

model uncertainty for this linear model 0.13 < CVmodel,lateral,nonlinear < 0.40. The 

parameter uncertainty for the model by RANDOLPH [12] is exactly the same 

for the elastic and nonlinear loading by both different pile group assemblies. 

For the nonlinear model by DUNCAN et al. [2], the parameter uncertainty is 

approximately constant around CVparameter,lateral,nonlinear ~ 0,40 for both pile 

group geometries. Taking into account the model uncertainty and parameter 

uncertainty leads to the total uncertainty of the considered lateral pile models 

due to nonlinear loading (see Fig. 5(b)), which is quite high for the model by 
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RANDOLPH [12]. The parameter uncertainty of this model is rather small, but 

the model uncertainty is high, due to the simplicity of the model compared to 

the model by DUNCAN et al. [2]. 
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Figure 5. Lateral stiffness prediction and total uncertainty in case of nonlinear loading 

 

The results for narrow ratios between the pile spacing and the diameter of the 

pile determine a difference in the uncertainty of the model prognosis. The 

model by DUNCAN et al. [2] shows for the nonlinear loading a better total un-

certainty of ~ 0.30 compared to the model by RANDOLPH [12] from ~ 0.46 - 

0.80. This result is in contrast to the model uncertainty of the pile group be-

haviour under elastic loading.  

5 Conclusions 

The uncertainty of the stiffness prediction for pile foundation models with 

different pile assemblies is analysed quantitatively. This evaluation includes 

the model prediction error of simplified models in relation to a reference 

model. Therefore the model uncertainty is used which express these differ-

ence as a coefficient of variation CVmodel. More and more input parameter for 

higher order models (sophisticated models) can force a second uncertainty in 

the prediction of the model, which is called the parameter uncertainty  

CVparameter. Taken both effects into account leads to the total uncertainty of the 
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considered models CVtotal. This total uncertainty is an expression for the pre-

diction quality of the model response.  

The vertical and lateral stiffness prognosis of the pile foundation models are 

used as the target value for the uncertainty analysis. This model output cou-

ples the bridge structure with the soil and foundation conditions in order to 

achieve a simulation model of the entire structure.  

As well as for vertical and lateral models this prediction and uncertainty is 

strongly dependent on the loading condition. Either the loading forces linear 

or nonlinear reaction in the models will change the uncertainty of the model 

prediction. For example, the vertical stiffness prediction of the considered 

models for a loading condition which leads to an elastic response differs only 

slightly. In contrast, a significant difference for nonlinear loading conditions 

can be observed for those vertical pile models. The ratio between the pile 

spacing and the pile diameter has a lesser influence for the vertical models in 

comparison to the lateral models.  

As an outlook here, the described models and methodology will be applied in 

a holistic model for an entire integral or semi-integral bridge to show the im-

portance of the stiffness prediction of the pile foundation (model class) in in-

teraction with other model classes, like creep, shrinkage, material modelling 

of concrete, temperature loading and geometric nonlinearities. Furthermore, 

the complete model is evaluated and the global model quality will be assessed 

using graph theory and sensitivity analyses.  
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Abstract: The international insurance industry has suffered several hundred 

million US$ compensation for large losses in the tunnelling industry in the last 

three decades. Certainly a variety of causes may be considered for the losses; 

nevertheless, causes originating from uncertainties, lack of knowledge or insuf-

ficient data prior to tunnel construction cannot be overlooked. Therefore, mod-

ern concepts dealing with uncertainties (e.g. reliability analysis, risk 

management and sensitivity analysis) have to be introduced into common engi-

neering practice, especially for large underground structures. It seems that there 

is a demand to utilise simple mathematical concepts regarding uncertainties in 

tunnel engineering and to introduce simple and user-friendly frameworks for 

analysing and designing underground structures. This paper aims to compare 

the results of two uncertainty models, namely the Point Estimate Method 

(PEM) and the Random Set Method, against the measurements for a tunnel 

problem. The shortcomings and merits of the methods are highlighted and the 

conditions under which both approaches can lead to similar results, considered 

to be useful in engineering practice, are demonstrated.  

1 Introduction  

In this paper, two selected non-probabilistic and probabilistic methods with 

the potential of being combined with numerical methods – without requiring 

any modification to the core of the numerical code – are investigated. It is 

demonstrated that useful information can be provided for more rational engi-

neering judgment and decision making in tunnelling. As it can be seen in a 

possible classification of non-deterministic analysis methods portrayed in 
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Figure 1, non-deterministic methods are divided into two main categories, 

non-probabilistic and probabilistic methods (Nasekhian 2011). In this paper 

one method from each category of the non-deterministic methods has been 

selected. Although, due to the characteristics of information usually available 

in tunnelling problems, the Random Set Approach is favoured by the authors 

to deal with uncertainties, the Point Estimate Method is still appealing in en-

gineering practice because of its lower number of computer realisations re-

quired.  

Non-probabilisitic 

Methods

 

Non-deterministic 

Approaches

 

Probabilistic 

Methods

 

Standard 

Reliability 

Methods
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Approach

 

Random Finite 
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Figure 1. Classification of non-deterministic approaches (Nasekhian 2011) 

2 Random Set Approach 

In short, in random set analysis, set valued information (focal elements) and 

probability measures (probability assignments) are combined together leading 

to probability bounds in terms of discrete cumulative distribution functions 

(CDF). The bounds encompass any distribution compatible with the existing 

data including the actual distribution. The Random set procedure maps the 

inputs onto the system response, also in terms of probability bounds. This ap-

proach has many similarities to other non-probabilistic methods depicted in 
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Figure 1 such as the fuzzy set and p-box approach. For instance, both random 

set and fuzzy set approaches are supported by set theory and interval analysis 

that would be an integral part of their solution procedure. However, in Ran-

dom Set the independence of the individual information sources are preserved 

while in the p-box approach a set is randomly taken by the Monte-Carlo pro-

cess at each simulation. 

The random set is attractive in the sense that it enables engineers to consider 

both “aleatory” and “epistemic” types of uncertainty. In tunnel engineering, 

due to the linear nature of tunnel projects, usually very limited results from 

investigation programs are available at the beginning of the design stage, 

which leads to very sparse and scarce data. Consequently, the geotechnical 

properties mostly appear in ranges without probability measures attributed 

across the ranges. In such conditions, the random set approach is proposed 

and preferable. 

The applicability and efficiency of Random Set Finite Element Method (RS-

FEM) in geotechnical practice and tunnelling have been demonstrated in sev-

eral publications e.g. Peschl 2004, Schweiger et al. 2007, Nasekhian 2011, 

Nasekhian & Schweiger 2011. The basics and the mathematical framework of 

the Random Set are extensively discussed in the literature, e.g. Dubois and 

Prade 1991 and Tonon et al. (2000), and are not repeated herein. 

3 Point Estimate Method 

The Point Estimate Method (PEM) is one of the probabilistic methods. In 

brief, the probability distribution of input parameters is substituted by single 

values and their respective predefined weights. The uncertainty model is 

evaluated with the predefined sampling points and as a result, the statistical 

moments of system responses that are of interest, are estimated.  

This method is favourable in the sense of simplicity (from a practical point of 

view) as well as its relatively low number of simulations, although there are 

limitations and some of these are addressed in this paper. 

In PEM, the Reliability analysis of a geotechnical problem in connection with 

numerical models can be broken down into a limited number of deterministic 

finite element calculations based on the number of predetermined points given 

by the method. In this sense, PEM is similar to the Random Set Finite Ele-

ment Method. PEM is appealing in terms of the number of required realisa-
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tions comparing to the RS-FEM. There are two main distinguishable ap-

proaches for the point estimate method: first, Rosenblueth’s approach (Ros-

enblueth, 1975) and its modified method given by his followers (e.g. Harr 

1989) that attempt to save computational cost by reducing the number of pre-

fixed sampling points. In a research undertaken by Thurner (2000), it turned 

out that the approach proposed by Zhou and Nowak (1988) employing the 

2n
2
+1 integration rule (ZN-III) -n is the number of basic variables- results in 

an optimum compromise between accuracy and computational effort. Hence, 

in the present work this approach is adopted.  

3.1 Advantages and shortcomings of PEM 

The accuracy of PEM generally varies from exact to approximate statistical 

parameters of a target value depending on the complexity of the mapping 

function and the number of points included in the calculations. The result of 

Rosenblueth’s PEM is precise for sums of uncorrelated or correlated variables 

(Alén, 1998) while in the case of more complex functions the degree of accu-

racy drops. However, it can be sufficiently accurate in many practical situa-

tions (Harr, 1996; Baecher and Christian, 2003). According to Alén (1998) 

the more linear the function is, the more accurate the method probably is, also 

the error given by the PEM-approximation is on the safe side. However, the 

latter comment is not true for all types of limit state functions (especially in 

association with Rosenblueth methods; see work of Eamon et al. (2005)).  Yet 

Baecher and Christian (2003) state “The method is reasonably robust and is 

satisfactorily accurate for a range of practical problems, though computational 

requirements increase rapidly with the number of uncertain quantities of in-

terest”. Nasekhian (2011) has addressed the accuracy of PEM on some basic 

polynomial and non-polynomial functions. Furthermore, it is anticipated that 

random set results encompass the distribution of the system response obtained 

from PEM. Regarding the Point Estimate Method, particularly ZN-III, the fol-

lowing advantages are pointed out: 

 The simplicity of the method, which allows engineers to benefit from it with lim-

ited knowledge of probability theory.  

 It gives reasonable accuracy in the estimate of the mean (the most accurate result) 

and variance of polynomials and most complex functions. Correlations between 

random variables can also be considered. 

 It is a favourable method in terms of the number of FE calculations compared to the 

Random Set Finite Element Method. Random set analysis with the total number of 

calculations (4n)  given 2 sources of information for each basic variable  leads to 
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a significantly larger computational effort in comparison with that of ZN-III 

(2n
2
+1) in cases where the number of basic variables is more than 3 (Fig. 2). 
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Figure 2. Comparison of RS-FEM with ZN-III in terms of the number of realisations 

Despite many appealing points regarding PEM, there are main disadvantages 

as follows: 

 PEM yields only the statistical parameters of the system response but no infor-

mation concerning the shape of the response distribution. Therefore a subjective as-

sumption is needed in this regard, which may affect the probability of failure 

obtained by this method. 

 The method has severe limitations in handling large numbers of variables because 

difficulties may arise in the determination of meaningful points in the input space. 

4 Application to Tunnel Excavation  

A tunnel application was chosen for the purpose of comparison between RS-

FEM and PEM. The 460 m long tunnel located in Germany with a typical 

horse-shoe shaped section and dimension of 15×12.3 m width and height re-

spectively, is constructed according to the principles of the New Austrian 

Tunnelling Method (NATM), and is divided into three main excavation stag-

es: top-heading, bench and invert. The overburden along the tunnel axis starts 

from 7.5 m in the portal region to a maximum of 25 m. However, a section 

with the overburden of 25 m was selected herein. The relevant tunnel geome-

try including some model specifications are depicted in Figure 3. Approxi-

mately 900 15-noded triangular elements were employed in the 2D finite 
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element model using Plaxis software (Brinkgreve et al. 2008) and the Mohr-

Coulomb failure criterion is chosen as the constitutive model. 

The random set input variables utilised in RS-FEM are summarised in Table 

1. The probability share, m(A), (or probability assignment) of both sets are 

identical. Erm is the elastic modulus of the rock mass, φ and c are the Mohr-

Coulomb strength parameters. It is noted that both sets chosen for the stress 

relaxation factor (Rf values) are based on expert’s opinion. This factor is usu-

ally employed in order to account for 3D-effects in a 2D analysis. In addition, 

the Rf values for different stage constructions are correlated to each other, for 

example the left extreme value of top-heading’s Rf is used with the corre-

sponding lower values of relaxation factors for bench and invert. Some select-

ed results of the RS-FEM analysis are presented in the next sections along 

with the PEM results for the sake of comparison. Further details about the 

manner of obtaining RS-FEM results are referred to other publications of the 

authors e.g. Nasekhian and Schweiger (2011). 

Bolt l=6.0m, e=1.3m

Bolt l=4.0m, e=1.3m

CL

Top-Heading

Bench

Invert

+/-0.00

-25.0

-31.5

-35.1

-37.3

Units: meter

Ground surface near Portal

0.20

0.2
5

0
.1

5

 

Figure 3. Specifications of the tunnel geometry and supports 
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Table 1. Random set parameters used in RS-FEM analysis 

Var. m(A) Erm  
Rf       

T.H. 

Rf   

Bench 

Rf   

Invert 
 c 

Units [-] [MPa] [-] [-] [-] [°] [kPa] 

Set 1 0.5 1300-2300 0.4-0.6 0.3-0.5 0.2-0.4 22-32 450-750 

Set 2 0.5 1900-3400 0.3-0.5 0.2-0.4 0.1-0.3 24-34 1000-1600 

  

4.1 Providing distribution functions equivalent to random sets  

In order to apply PEM, it is necessary to have a probability distribution func-

tion for each random variable.  Due to the lack of test results and limited sam-

pling, it was not feasible to build an accurate Probability Distribution 

Function (PDF) of the considered random variables. In addition, in order to be 

able to compare PEM results with those of RS-FEM, the uncertainty of the 

input should be matched with each other, which is difficult and is achievable 

only to a limited extent. In this situation Nasekhian (2011) has proposed 3 

alternatives to provide a PDF of basic variables that match the random set in-

put. The approach used in this work is discussed below.  

 

4.1.1 The selection of a best fit to a uniform distribution 

In this alternative, first a uniform distribution is constructed whose left and 

right extreme values are respectively medians of left and right random set 

bounds (rectangular distribution in Fig. 4). Then, typical and well-known dis-

tributions are fitted to the obtained distribution and depending on the shape of 

the random bounds and the variable itself, an appropriate distribution for fur-

ther analysis can be selected. The approach was applied to the friction angle 

using Triangular, Normal and Lognormal distributions as depicted in Figure 

4. In this particular case where the CDF of the variable is very coarse, a con-

siderable discrepancy between the different distribution types occurs and en-

gineering judgment is necessary.  

Although the random set exhibits some kind of symmetry on the right and left 

bounds, the selection of Lognormal looks more reasonable since it covers the 

whole range of random set values and it is also a commonly used distribution 

for the friction angle because it always gives positive values. When there is 
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abundant information and the random set bounds are smoother, the appropri-

ateness of this approach emerges.  
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Figure 4. Distribution of friction angle equivalent to the random set 

 

The approach has been applied to other random variables of the problem 

whose results are illustrated in Figure 5.  

For each random parameter some judgment has been carried out as follows: 

Elasticity modulus: Lognormal distribution shows skewness to the left in-

spired by the random set; it also covers the entire range of the random set ra-

ther well. Triangular and Uniform distributions do not entirely cover the 

random set.  

Cohesion: Normal distribution is chosen since it has a better coverage on the 

whole random set than the others, and also shows no skewness or predisposi-

tion to the left or right just like the corresponding random set.  

Relaxation factor: Normal distribution is adopted since there is no evidence 

that the relaxation factor has any sort of skewness. On the other hand, Normal 

distribution covers the range of the random set quite well and takes some val-

ues out of the range into account (ones with a very small probability value), 

which places the results on the safe side.  
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Figure 5. Equivalent distribution to the random set for basic variables,  

 a) cohesion b) elastic modulus c) relaxation factor 

 

According to the above discussion, detailed information about the probability 

distribution of the four basic random variables selected for PEM analysis is 

given in Table 2. 
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Table 2. Basic random variables and the respective PDF details 

Basic variable Unit Distribution type Mean Standard dev. COV % 

Friction angle,  degree Lognormal 28 5 17.8 

Elasticity modulus, E MPa Lognormal 2256 631 28 

Cohesion, c kPa Normal 950 205 21.6 

Relaxation factor, Rf - Normal 0.45 0.09 20 

5 Calculation Results 

The input parameters are given in Table 2. No correlations between basic ran-

dom variables have been taken into account. According to the ZN-III integra-

tion rule the numerical model of the tunnel based on the sampling points has 

to be evaluated 33 times. Eight realisations can be left out since the respective 

weights are zero; therefore, the number of calculations decreases to 25 realisa-

tions. The number of calculations in comparison with the random set ap-

proach (256 realisations required) is considerably lower and can be 

considered as an advantage of PEM. 

The following results have been selected for comparison:  

1. Vertical displacement of the tunnel crown (Uy-A)  

2. Vertical & horizontal displacement of the side wall (Uy-B & Ux-B)  

3. Maximum normal force and moment in the lining. 

 

The basic statistical moments of the results have been tabulated below (Tab. 

3) and for instance, the results of crown displacement and maximum moment 

in the lining are illustrated in Figure 6 with the corresponding RS-FEM p-

boxes overlaid. For each result, two commonly used distributions, namely 

Normal and Lognormal have been assumed corresponding to the estimated 

statistical moments given in Table 3. 

Based on the mean ( ) and standard variation ( ) of the results, Table 3 gives 

the extremes of the 86% confidence interval ( ±1.8 ), regardless of the dis-

tribution type (Pukelsheim, 1994). They show a good conformity with the 

range of the most likely values given by RS-FEM. 
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Table 3. Statistical moments of the selected results and the range of the most likely values 

given by RS-FEM 

 
Response 

Unit 

Uy-A 

mm 

Ux-B 

mm 

Uy-B 

mm 

Normal Force 

kN.m/m 

Moment 

kN/m 

PEM results Average (μ) 2.5 0.58 1.5 264 12.2 

 Stand. dev. (σ) 0.8 0.14 0.4 78 2.6 

 μ+1.8σ 3.9 0.83 2.2 405 16.9 

 μ-1.8σ 1.2 0.33 0.7 124 7.5 

RS-FEM Upper limit 3.9 0.77 2.2 407 16.8 

most likely range Lower limit 1.6 0.44 1.0 164 7.3 

 

Generally, the most likely values in the Random Set results are defined as 

values with the highest probability of occurrence, where the slope of the cor-

responding cumulative distribution function is steepest. For the purpose of 

simplification, it is assumed that the most likely results are those values 

whose cumulative probabilities at the lower and upper bound are less and 

higher than 0.5 respectively. In this research, it turned out that the range 

±1.8  could encompass the range of the most likely values given by RS-FEM, 

although this finding should be confirmed by further investigation and more 

examples. As it can be seen in Figure 6, results such as displacements and in-

ternal forces show a good conformity with the RS-FEM results in the sense 

that PEM’s results are supposed to present the ‘true’ distribution of the sys-

tem response and should not exceed the random set bounds.  

From the probability theory (Pukelsheim, 1994), it is known that the interval 

±1.8  represents the 86% confidence interval irrespective of what distribution 

the target variable has, on condition that the distribution is unimodal. If it 

goes beyond 3 , a very small probability of the occurrence of such an event is 

expected, or in other words, it should be practically ‘unlikely’ since the inter-

val ±3.0  theoretically encompasses at least 95% of the expected results. 

The two-step discrete cumulative probability distribution of the measurements 

implies that only the measurements of two tunnel cross sections were availa-

ble. As it can be seen from Figure 6a, both measured values of the tunnel 

crown could be captured by the interval ±1.8 . 
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Figure 6. Comparison of PEM with RS-FEM results. 

6 Summary and conclusion 

Both RS-FEM and PEM were applied to a real case tunnel problem. A pro-

cess of obtaining a probability distribution consistent with the corresponding 

random set p-box was proposed. The results of PEM in comparison with RS-

FEM were satisfactorily consistent. The number of FE calculations required 

by PEM is significantly lower than those in the random set method especially 

as the number of basic random variables increases. Furthermore, it was found 

that in all results, the range of ±1.8  with respect to the mean value encom-

passes the range of most likely values estimated by RS-FEM. This range theo-

retically represents an interval at least with 86% confidence. 

RS and PEM methods both produce a common range of results, although their 

input and assumptions are clearly different, and thus difference in results have 

to be expected. When the soil/rock data parameters are abundantly available, 

their probability distributions are definable with sufficient accuracy, thus ap-

plying PEM is advantageous in this case. However, this paper showed that 

even in the case of having set valued input parameters without knowing the 

probability of occurrence across the sets, it is possible to draw a similar con-

clusion from PEM. 
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Classification of warning systems for natural 

hazards 
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tute for Snow and Avalanche Research SLF, Davos 

(2) Engineering Risk Analysis Group, TU München, Munich 

Abstract: Intensified efforts are being made to establish warning systems as 

efficient components of an integrated risk management strategy for natural 

hazards. While testing and reliability analyses are well established procedures 

for active protection measures such as dams, rockfall nets and galleries, meth-

ods and conventions for evaluating the reliability of warning systems are lack-

ing. To incorporate warning systems as standard measures of an integrated risk 

management strategy for natural hazards, their reliability must be quantifiable. 

The aim of this contribution is to establish appropriate reliability quantification 

methods for warning systems by classifying them according to characteristics 

relevant to assessing their reliability. Firstly, chief natural hazard processes in 

Switzerland in need of warning systems are selected and system relevant pro-

cess characteristics such as the role of the geographical disposition of the event 

site, trigger events and dynamic process parameters are clarified. In three ex-

amples the influence of the process characteristics on the monitoring possibili-

ties with respect to the system lead time is illustrated. A system classification is 

suggested, which classifies the systems in i) threshold systems, ii) expert sys-

tems and iii) model-based expert systems. The classification is applied to 52 

warning systems in Switzerland and for each system class typical characteris-

tics such as the lead time, the geographical range, the degree of human influ-

ence vs. technical influence and direct vs. indirect monitoring possibilities are 

identified. The classification allows a structured identification of reliability cri-

teria for each class and is a first step towards development of a method for 

quantifying the reliability of warning systems for natural hazards. 
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1 Introduction  

Integrated risk management aims to mitigate the risk caused by natural haz-

ards to persons, animals, infrastructures and to achieve protection goals 

through the application of approved mitigation measures. Thereby, risk to an 

object  associated with a scenario  is a function of [3]:  

 probability of occurrence of scenario , 

 presence probability of object  in scenario , 

 vulnerability of object  in scenario j, 

 value of object . 

Warning systems mitigate the overall risk level by reducing  and with suf-

ficient warning time  can be reduced [10]. One of the first automated warn-

ing system in Switzerland is the snow avalanche detection system in 

“Mahnkinn”, commissioned by a railway company in 1953 [20]. Since then, 

the use of viable warning systems has increased considerably, and warning 

systems have been established by a number of different institutions according 

to different needs specific to various natural hazard processes all over Swit-

zerland. To date the systems are often installed as prototypes where technical 

developments are tailored to specific projects and there is little standardisation 

between systems [11]. In order to incorporate warning systems as standard 

measures in an integrated risk management strategy for natural hazards, their 

reliability must be quantifiable. Warning systems are complex technical sys-

tems and to efficiently access their reliability requires an holistic system ap-

proach considering the system design and the technical failures as well as the 

natural hazard process characteristics and the human influences. A system 

classification is the first step towards such a method, since it allows the identi-

fication of system reliability criteria in a structured manner. At present a rec-

ognized classification of this kind does not exist. 

Glantz [8] discusses system types and classification criteria, but argues that 

even a simple definition for the term warning system is not practical and thus 

limits the system diversity, the space for interpretations and the opportunity 

for future system advancements. The Swiss Federal Office for Civil Protec-

tion distinguishes between warning, which is a notification to authorities, and 

alarm, which is issued directly to general public [6]. According to the United 

Nations Office for Disaster Risk Reduction [14], a warning system is “a set of 

capacities needed to generate and disseminate timely and meaningful warning 

information to enable individuals, communities and organizations threatened 

by a hazard to prepare and to act appropriately and in sufficient time to reduce 
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the possibility of harm or loss”. Monitoring is a part of warning, but it does 

not include automatic issued warning possibilities and is thus no warning sys-

tem [8]. Bell et al. [2] classify warning systems in monitoring, expert and 

alarm systems, but emphasize that a sharp system classification is not conven-

ient. These approaches and ideas are the starting point for the development of 

the classification proposed in this paper. 

2 Hazard processes and warning systems in Switzerland 

The geography of Switzerland implicates that natural hazards often involve 

water or mass movement processes. The landscape is characterised through 

rivers and more than 1500 lakes, and the Alps cover 60% of the country 

[22,23]. The most frequent events in Switzerland are forest fires, earthquakes, 

floods, (thunder) storms, rock and snow avalanches, debris flows, rock/ block 

and ice falls, permanent landslides, flash floods and glacier lake outburst 

floods (GLOF) [21]. Floods, hail and storm have been causing the highest 

property damages since 1990 [13], while the number of flood, debris flow, 

landslide and rockfall damages between 1972 and 2007 were dominated by 

six major flood events [12]. They caused over 50% of the total damages rec-

orded and were mainly triggered through long-lasting rain fall [12]. Perma-

nent landslides, debris flows and rockfalls caused 64 fatalities while floods 

caused 46 deaths between 1972 and 2007 (Rockfall events have only be rec-

orded since 2002). Snow avalanches have the highest fatality rate with about 

25 deaths each winter, of which a great number are self-inflicted by moun-

taineers and off-piste skiers [12].  

The range of warning systems identified in four Cantons of Switzerland 

(Bernese Oberland, Grison, Ticino and Valais) mainly covers the variety of 

hazard processes identified (Figure 1). The documentation and analysis of 

these 52 active warning systems is the basis for the classification. Thereof are 

four systems operated by specialist departments on a national scale (Federal 

Office for the Environment (FOEN) - flood, MeteoSchweiz - meteo hazards, 

Swiss Seismological Service (SED) - earthquake, WSL Institute for Snow and 

Avalanche Research SLF - snow avalanches). The identified systems are in-

stalled for ten different hazards processes and classified following the sugges-

tion from Dikau and Weichselgartner [4].  
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3 Hazard process characteristics and system monitoring possibilities 

3.1 Hazard process characteristics 

Natural hazard processes can be divided into an initiating hazard event and a 

resulting damaging event in the case that objects of value are hit. Each hazard 

event is characterised through its process characteristics. The basic disposi-

tion determines the general and long-term potential for a hazard process of a 

certain area. It is defined through parameters such as the topography, geology, 

geomorphology, hydrology and vegetation. The variable disposition is char-

acterised by time dependent parameters such as state of vegetation, rain, snow 

and temperature changes. The basic disposition determines if an area is en-

dangered and the variable disposition when and how often events take 

place[18]. Keefer [15] lists common trigger events, which are pre-events that 

activate main hazard events, such as precipitation, snow melt, frost actions, 

human-induced cutting of slopes, weathering processes, deposition of material 

on slopes, changing in ground water conditions, surface drainage, blasting, 

tectonic deformation and earthquakes. For an event to occur both triggers and 

the variable disposition must be critical and coincide [18]. Each hazard pro-

cess itself is marked through specific dynamic process parameters.  

For example, the basic disposition of a debris flow torrent could be character-

ised by the presence of a glacier, a terrain with steep slope and curvature, 

while the variable disposition depends on the availability of additional loose 

debris material. Trigger events can be short and intensive precipitation, long 

Figure 1. Number of systems identified for different hazard processes.   
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rainy periods, intense snow and ice melting, hail and outburst of sub-surface 

flows or a combination of them. For debris flows, characteristic dynamic pro-

cess parameters are flow depth, velocity, volume and density [9]. 

3.2 System monitoring possibilities 

Warning systems monitor different hazard process characteristics. The choice 

of the monitoring parameters depends on the hazard process and determines 

the system lead time (Figure 2). Two situations can be distinguished: 

  

Figure 2. Reliability relevant hazard process characteristics and monitoring parameters. 

Figure aligned to [26]. 

1. System lead time = alarm time: the system directly monitors the dynamic 

process parameters during the ongoing hazard event. The alarm time is less or 

equal to the event time. Thus, the alarm time depends on the velocity of the 

process and the distance between the warning system and endangered objects.  

2. System lead time = warning time + alarm time: the system monitors direct 

or indirect changes in the disposition or indirect trigger events. The potential 

warning time is the time between the appearances of the changes in disposi-

tion and triggers until the start of the damaging event. The lead time is the 

warning plus the alarm time.  

The geographical coverage of a system is defined as the area covered by the 

monitoring system. The system coverage can be international, national, re-

gional or local (catchment and endangered objects below). The geographical 

resolution is the minimum area that can be monitored.  

Dikau and Weichselgartner [4], Felgentreff and Glade [5], Keller and 

Blodgett [16] and Lang et al. [19] discuss speed and duration, warning times 

as well as the geographical range of different hazard processes. We discuss 
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the  influence of process characteristics on the system monitoring parameters 

in the following three examples. 

The Swiss Federal Institute for Forest, Snow and Landscape Research (WSL) 

operates a local debris flow warning system at Illgraben in Canton Valais. 

The system aims to detect ongoing events by monitoring specific dynamic 

process parameters. Geophones and radars are controlled by a logger, which 

initiates an alarm if certain thresholds for ground motion and water level are 

exceeded. This alarm automatically triggers acoustic and optic signals to warn 

the population in the catchment area. Additionally, authorities responsible for 

managing the hazard are informed directly and data of the event is stored in a 

database. Here the lead time is equal to the alarm time [1]. 

A local rock avalanche system was installed at Preonzo in Canton Ticino 

which was able to provide sufficient warning time of an event in May 2012. 

Prediction of the release time was possible through monitoring the variable 

disposition [7]. Rock avalanches, although spontaneous events [24], have typ-

ically long warning times, as they start with visible cracks, move slowly and 

accelerate over time [17]. In Preonzo extensometers and a theodolite were 

installed to directly measure pre-failure movements of the rock-mass at regu-

lar intervals. An alarm was sent to the authorities and geologists whenever a 

specific velocity threshold was exceeded. The decision about further actions 

was made by the experts after analysing the input data. The acceleration of the 

rock-mass was evaluated in simple models to predict critical failure. Final 

evacuation decisions were made based on these models and information 

drawn from indirect rain data. The lead time incorporated the warning time. 

The national avalanche warning system operated by SLF issues information 

about the avalanche danger level for specific alpine regions and the Jura daily 

at 5pm as forecast for the following day during the winter. Avalanche fore-

casters use measurements of snow height, amount of fresh snow, air and snow 

temperature, solar radiation, wind direction and wind speed. This data inputs 

are crucial for judging the snowpack stability and the release of avalanches, 

because they affect the variable disposition. The data are collected from 180 

automatic measuring stations and observers in the field. In addition, experts 

consult meteorological forecasts and complex snowpack models for generat-

ing two public and daily avalanche bulletins. The lead time incorporates the 

warning time [25]. 
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4 System classification and application 

We propose a generic classification that takes into account the monitoring 

possibilities and distinguishes between three system types i) threshold sys-

tems, ii) expert systems and iii) model-based expert systems. The classifica-

tion has some similarities to the one given by Bell [2], but is more refined and 

does not incorporate monitoring systems. Expert and alarm systems are fur-

ther differentiated according to certain system characteristics. The application 

of the classification on 52 systems identified in Switzerland revealed that each 

system class incorporates similar system characteristics (Table 1).  

Table 1. Classification of the 52 systems identified in Switzerland. Individual system char-

acteristics which derivate from the typical characteristic for a certain system class 

are illustrated in grey font.  

                       Type 

 

Characteristics 

Threshold  

(34) 

Expert  

(14) 

Model-based expert 

(4) 

 system lead time  alarm (34)  warning/ alarm (13) 

alarm (1) 

warning/alarm (4) 

 

geographical  

coverage 

national (2) 

regional (1) 

local (31) 

national (1) 

 

local (13) 

national (3) 

regional (1) 

geographical 

 resolution 

local (34) local (14) regional (4) 

type of monitoring direct (33) direct (14) 

indirect (7) 

indirect (4) 

first decision instance threshold (33) threshold (14) threshold (1) 

no (3) 

final decision instance threshold (33) expert (14)  experts (4) 

model-based decision no (33) 

complex models (1) 

simple model (14) complex models (4) 

automated  actions  yes (34) no (14) no (4) 

warning levels  one (21) 

multiple (13)  

one (6) 

multiple (8) 

multiple (4) 

information receiver  endangered object (33) 

public (1) 

authorities (31)   

system operator  (33) 

endangered object (14) 

public (6)   

 

interest groups (4)  

public (4) 

authorities (4)   

 

Threshold systems are systems with small lead times on the order of minutes 

or seconds, installed for spontaneous natural hazard processes such as debris 
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flows, snow avalanches, rock/ block and ice falls, GLOFs and flash flood. The 

geographical coverage and resolution is local. Dynamic process parameters 

are directly monitored in the field. A threshold determines if an alarm is is-

sued e.g. in the form of colored or flashing lights or acoustic signals. Alarm 

signals are automatically provided in one or multiple states of alarm to the 

endangered objects, authorities and system operators.  

Expert systems are installed for processes with longer lead times such as rock 

avalanches and permanent landslides and have lead times on the order of 

minutes to years. The systems installed are site specific and thus the geo-

graphical coverage and resolution of the systems is local. The parameters 

monitored in the variable disposition are direct changes similar to the real 

process parameters. The alarm is not issued automatically or with direct sig-

nals. Experts decide on necessary action plans by evaluating the monitored 

data and by using simple models. In addition, data is collected from parame-

ters that are indirectly related to the process such as rain data. In most cases, 

systems include different alarm levels and the data is made available only to 

those responsible for managing natural hazards. For systems in Canton Ticino 

all data are collected on a server and provided to the general public on a web-

site.   

Model-based expert systems aim to make spontaneous hazard processes pre-

dictable. The alarm time is complemented with a warning time and hence a 

lead time in the range of hours and days is reached. Immense sensor networks 

offer national or regional system coverage. The input data are mainly gained 

through indirect monitoring parameters influencing the variable disposition 

and trigger data. They are further processed in complex models and resulting 

in final products (e.g. bulletins) published on a regular base for general public 

and affected institutions.  

Each system class can be described though a typical system design which is 

influenced by the identified characteristics. The design describes the 

monitoring choice,  the decision instances and their tresholds, expert and 

model dependencies, data management and alternatives for implementing  

measures of the integrated risk managment strategy (Figure 3). 

Five out of 52 systems do not explicitly fit into one system class. The national 

SED earthquake detection system is a typical example of such a system. By 

counting the number of instances in which the system complies with the char-

acteristics of any class, the appropriate class can be identified. Thus, the SED 

system is classified as a threshold system, which is based on complex models 

covering a national area. Another edge case system in the threshold system 
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class is the CERTAS flood reporting system, which consists of a network of 

38 local measuring stations that directly issue alarms to customers, if certain  

 

Figure 3. System designs: a) threshold, b) expert and c) model-based expert system. 

water level thresholds are exceeded. A similar threshold approach is em-

ployed in the BLS rockfall system with a regional coverage. A rockfall sys-

tem operated by the Swiss Federal Railway Company has a short lead time 

similar to threshold systems, but complies in most characteristics with an ex-

pert system, because an expert is consulted and makes the final decision with-

in seconds. The reason is that false alarms would cause high financial losses 

to the company. The FireLess system was recently installed by WSL, on a 

regional scale in Canton Ticino and Canton Valais, to predict forest fires and 

is classified as model-based expert system, even though it is issuing an alarm 

to the experts if a threshold is exceeded.  

5 Identification of reliability criteria 

The overall reliability of a warning system is strongly related to the assigned 

system characteristics per class and the resulting design (Figure 4).  

The reliability of threshold systems mainly depends on the threshold and the 

implementation of automated actions. The human influence and the technical 

complexity are low. Uncertain parameters are technical and data-related fac-

tors. The following reliability criteria can be derived for this class:  
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Figure 4. System types and the influence of reliability relevant characteristics on the sys-

tem reliability. 

 The monitoring of the correct dynamic process parameters is ensured through the 

right choice of sensor type, redundancies and their ideal position and fixation. 

 A suitable threshold value should be chosen. A high threshold leads to missed 

events and a low leads to false alarms.  

 The logger is functional. Power supply at remote sites is required, technical failure 

is reduced to a minimum and communicated automatically. 

 The alarm transmission from the detection area to the endangered objectives is reli-

able,  ideally redundant and controlled. 

 The functionality of the alarm facilities/ equipment is ensured and controlled.  

 The technical complexity and the number of interfaces between the system compo-

nents are kept to a minimum.  

The reliability of expert systems is mainly influenced by the predefined 

threshold and the decisions of the experts. Automated actions are not directly 

implemented and the technical complexity is moderate. Uncertain parameters 

are technical, human, data-related and organisational factors. The detection of 

an event depends on the same reliability criteria as for the threshold system, 

but is also dependent on the following criteria: 

 The data is transmitted to a server and made available to the experts.  

 The experts experience is high and their risk attitude neither too high nor too low. 

 The quality of models used is high and the indirect data are interpreted correctly.  

 Preventive and active actions are implemented in a timely manner. 

 The endangered objects are reached in a timely manner. 
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The reliability of model-based expert systems is independent from thresholds 

and the implementation of automated actions, but incorporates high human 

influences, complex models and a high technical complexity. Uncertain pa-

rameters are technical, human, data-related, organisational- and standardisa-

tion-related factors. In addition to the factors illustrated above further criteria 

are relevant for the system reliability:  

 Networks of several hundred sensors require a complex data management e.g. re-

dundant servers and clear work and decision processes.  

 The data format and measuring stations  should be standardised, to minor the influ-

ence of measuring failures, because the same failures occur in each measurement 

and hence the data stay valid and comparable.  

6 Conclusion 

Warning systems for natural hazards can be classified as i) threshold systems, 

ii) expert systems and iii) model-based expert systems. The application of the 

classification has revealed that each system class can be described by typical 

system characteristics resulting in a typical system design. Systems that do 

not explicitly fit into one system class can be classified to the class with the 

highest compliance and variations can be described within the defined charac-

teristics.  

The classification does not limit the space for interpretation and further en-

hancement of warning systems, but allows a structured determination of relia-

bility relevant criteria for each class. General influences on the overall system 

reliability could be identified for each class, before reliability criteria could be 

derived from the typical system characteristics. The characteristics of the 

monitored hazard process determines the system lead time and drastically in-

fluences the system characteristics, design and hence the system reliability 

criteria. The classification and the derived reliability criteria are essential in-

puts to develop a method for quantifying the overall reliability of warning 

systems. In the next step each system class will be further analysed on a sub-

system level to identify appropriate reliability methods. 
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Abstract: Any structure is subjected to natural random scatter of its properties, 

caused by, e.g., production tolerance, material scatter or random loads. Scatter-

ing properties may have significant influence on the performance or safety of 

the structure. Such random properties which are distributed over the structure 

can be simulated and/or analysed with help of random field theory. By this 

methodology, it is possible to analyse the cause of scatter, find critical loca-

tions on the structure and quantify the influence on the performance. In conse-

quence, quality requirements can be formulated and robustness can be 

enhanced. Several methods in this context for data reduction, decomposition, 

simulation and analysis are explained and demonstrated by real application ex-

amples. 

1 Introduction 

In industrial product development, along with the increasing application of 

CAE methods, there is a trend also of increasing use of optimization methods. 

In structural engineering, sophisticated analysis tools and high performance 

materials lead to weight savings and reduction of cross sections. However, 

deterministic computer simulations assume ideal conditions, while in reality 

any structure is subjected to natural random scatter of its properties, i.e. scat-

ter of material properties, production tolerances, random loads or operation 

conditions. Optimized structures in particular tend to react sensitive towards 

scattering properties or external influences, so the performance (or usability, 

e.g. vibration behaviour) or safety degrades, compared to the deterministic, 

idealized case.  
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Therefore it is paramount to perform a robustness or safety assessment taking 

stochastic properties into account. In the context of robustness or safety as-

sessment, the probability that the structure takes over an inadmissible state 

defined by quality or legal requirements is calculated. Unlike safety analysis, 

robustness assessment regards events of relatively high probability of occur-

rence and is often substituted by the analysis of variances of the performance 

instead of probabilities (WILL [16], BUCHER [6]).  

Random properties such as mentioned above are often distributed over the 

observed structure. They can be modelled and/or analysed with help of ran-

dom field methods, as explained in the following section. Sources of spatial 

scatter which have to be regarded as random fields are, for example: 

 Deviations from the designed geometry are measured by photogram-

metric methods, i.e. laser or high resolution video – based scanners. 

Hence the production tolerance is given as measured geometry random 

field. 

 CAE tools allow the simulation of a production process (e.g., casting or 

sheet metal forming) with random process parameters within a robust-

ness assessment. The result is a sample set of finite element models 

with random properties.  

Based on such data, the random field computations are sketched as follows 

(BAYER [2]): 

 Analysis of spatial scatter. This allows locating critical points with high 

scatter and, by correlation analyses, to find the cause of scatter. 

 Simulation of random fields. A random field is modelled based on em-

pirical data and/or model assumptions. On this basis a set of imperfect 

structures is generated and fed into the CAE solver process in order to 

obtain a meaningful robustness assessment. 

In the following section, the basic theory and methodology for random field 

analysis and simulation will be explained. Application examples demonstrate 

the utilization of this methodology in section 3. 
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2 Random fields 

2.1 Theoretical basics 

We observe a continuous, arbitrarily shaped structure. A property of the struc-

ture, e.g. geometry, material, or external load, which spatial domain of defini-

tion is the structure itself, takes over a random value at any point of 

observation. In other words, at any point the property is a random variable. 

This is expressed mathematically by the random function H(r), wherein r  
3
 is the position vector to a point on the structure. A set of realizations of 

the random field, obtained by measurement or simulation, forms the ensem-

ble. Fig. 1 shows a schematic of a random field defined on a beam structure.   

 

Figure 1: Schematic of realizations of a 1D random field. 

A random variable may be defined by distribution type and statistical mo-

ments. It is commonly assumed that one random property has the same distri-

bution type all over the structure; however the statistic moments may be 

different at any location. The random variables at different locations may be 

statistically dependent, expressed by Pearson’s coefficient of correlation.  

If it is further assumed that the distribution type is Gaussian, then mean val-

ues, standard deviations and correlation coefficients suffice to fully define 

random variables. The spatial distribution on the structure is defined by the 

mean function and correlation function (see VANMARCKE [15]) 

 (1) 
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 (2) 

The latter is not equivalent to Pearson’s coefficient of correlation. This can be 

derived from the correlation function by subtracting the mean values at r1, r2 

and dividing by the respective standard deviations.  

Two special cases shall be mentioned here: 

2.1.1 Homogeneous random field 

A homogeneous random field is characterized by constant moments through-

out the structure. It is comparable to a stationary random process. If this holds 

for the functions of mean values and standard deviations only, 

 (3) 

and if also the correlation function is independent of the reference location 

(but on the difference vector between each two locations),  

 (4) 

then the random field is called weak sense homogeneous. Since a Gaussian 

distribution is fully defined by second moment characteristics, the above defi-

nitions will fulfil also strict homogeneity in the Gaussian case.  

2.1.2 Isotropic random field 

A random field is called weak sense homogeneous and isotropic, if the corre-

lation function is independent also from the relative position of each pair of 

observed locations, but still depends on the absolute distance: 

 (5) 

For simulation of an artificial, homogeneous isotropic random field one de-

fines a (one–dimensional) correlation coefficient function over the distance 

(|| ||). This function must be positive definite. The -value of the centre of 

gravity of the area beneath the function is a typical characteristic called corre-

lation length.  
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2.2 Discretization 

For any application in the context of computer aided engineering (CAE), the 

continuous functions which define the random field have to be discretized. 

Since the observed structure is given in discretized form by CAE methods 

(FEM, CFD, etc.), it is instrumental to choose the same mesh for random field 

discretization. Geometry random fields (manufacturing tolerances) are mod-

elled as shifts of node coordinates, element properties (such as e.g. material, 

or residual strains), element mid points or integration points are chosen. How-

ever, if the random field is modelled based on measured data, usually the data 

have to be transformed into the model coordinate system and mapped onto a 

common reference mesh. 

As result of discretization, one obtains a finite number n of random variables, 

pooled in the random vector . The mean value function 

becomes the mean vector . Variances and correla-

tions are given by the covariance matrix  

 (6) 

The covariance matrix is, unlike typical finite element matrices, fully occu-

pied. Since each node or element of the structure is associated to a random 

variable, the dimension of the covariance matrix becomes too high to be treat-

ed on the computer in a feasible way, with respect to both memory and com-

puting time for decomposition (see following section). In order to mitigate 

this, a mesh coarsening algorithm has been proposed by BAYER [1] which 

keeps the topology (relative refinement) of the original mesh. Data are 

mapped from the original mesh to the random field discretization by local av-

eraging. For later post-processing on the original mesh, special interpolation 

techniques are adapted from MOST et al. [9]. Although this is always a loss of 

information, which is noted as a smoothing effect, it can be shown (as in 

BAYER [3]) that in most cases the characteristics of the random field are re-

tained. 

2.3 Spectral representation 

As mentioned, the random variables which constitute a random field are usu-

ally correlated. An equivalent set of independent random variables (in the 

weak sense) has to be found for two purposes. For the simulation of artificial 

random fields, random number generators are able to handle independent var-
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iables only. These have to be transformed to the physically meaningful, “real 

world” variables. If the random field data are obtained e.g. by a manufactur-

ing process simulation, and the statistical relations between the input process 

parameters and the resulting random fields shall be analyzed, then the decom-

position of the random field into independent components helps to isolate dif-

ferent effects and analyse correlations between the input and output side of 

the process.  

The random field shall be written as a Fourier-type series expansion, intro-

duced as Karhunen – Loève – series in PAPOULIS [13]: 

 (7) 

The ortho-normal basic functions i in eq. (7) are determined as the eigen-

functions of the correlation function, eq. (2).  

We observe the discrete, Gaussian, zero-mean random field, i.e. the mean 

values may be subtracted before decomposition and if required, added to each 

realization later again. Then the covariance matrix, cf. eq. (6), contains the 

complete stochastic characterization of the random field. It can be shown, that 

the basic functions in this case are the eigenvectors of the covariance matrix. 

The eigenvalue analysis reads 

 (8) 

In eq. (8),  is the matrix of eigenvectors stored in columns. The coefficients 

Yi in eq. (7) are also Gaussian distributed, zero-mean, and independent 

(GHANEM et al. [8]. The standard deviations of the Yi are computed as the 

square roots of the eigenvalues of CXX. Hence by 

 (9) 

one defines a new set of random variables and obtains a series expansion of 

the original random field X consisting of deterministic “shape functions”, i.e 

the eigenvectors, and random, independent amplitudes Yi. 

  (10) 
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If statistical data distributed on a structure are given (either by CAE simula-

tion or measurement), then with help of the inverse transformation of eq. (10) 

it is possible to compute the corresponding sample of amplitudes. 

  (11) 

The series expansion approach offers another opportunity for data reduction. 

The eigenvalues are usually stored by the solver in a sorted manner, so it is 

easy to choose those variables Yi which contribute most to the total scatter of 

the random field. As experience from practical application, a drastic reduction 

of the number of random variables is possible that way. This is always a nu-

merical advantage in simulation, but also helps to isolate the most relevant 

effects in data analysis. 

The truncation of the series expansion is nevertheless an approximation. A 

measure of the approximation quality was introduced by BRENNER [5] as the 

so-called variability fraction, defined as the ratio of the sum of variances of 

the random variables considered to the total variance of the discrete random 

field. When the dimensions of the original data grid and the random field dis-

cretization differ, then both numerator and denominator of this ratio must be 

normalized to the respective number of points (BAYER et al. [4]).  

 (12) 

3 Applications 

3.1 Simulation of geometric tolerances 

In the first application example, NUNES et al. [11] show the simulation of ge-

ometric tolerances of a car chassis part. The task was to examine the influence 

of the random geometry on the dynamic behaviour and therefore on the ten-

dency of noise emission during brake.  
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From a 3D-scan we obtained the geometry of one real specimen as a triangu-

larized geometry in STL-format. The deviations of this measured geometry to 

the finite element model were computed. The exact measure would be the dis-

tance normal to the surface through each point (node) of the reference model. 

Since the number of measured points is far larger than the number of nodes, 

the direct distance to the nearest neighbour, which is found by the approxi-

mate nearest neighbour (ANN) algorithm, is used instead.  

One measurement was taken only; hence a statistical survey of an ensemble of 

data sets at each node is not possible. Assuming ergodicity (VANMARCKE 

[15]), the statistics pooling the values at all nodes into one sample were com-

puted. With a homogeneous variance obtained such and an assumed correla-

tion function (see sections 2.1.1 ff.), an artificial, but realistic random field for 

geometric deviations was modelled.  

Within a robustness analysis, Monte Carlo methods were applied to generate 

samples of the random field parameters, create imperfect parts with random 

geometry and put them into the CAE model of the entire chassis and brake 

system. For each sampled structure, the brake squeal tendency was computed 

with help of complex modal analysis.   
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Figure 2: Measured geometry of car chassis part (NUNES et al. [11]). 

By robustness analysis it was found that for the measure of brake squeal ten-

dency, the mean value was above the deterministic value of the design ge-

ometry at a frequency near 2 kHz, with a coefficient of variation of 0.32. Near 

6 kHz there was a smaller, yet significant coefficient of variation and differ-

ence of mean to deterministic value. Thus it could be shown that geometric 

manufacturing tolerances of the part seen in figure 2 have a significant influ-

ence on noise emission of the brake system.  

3.2 Crash analysis 

The analysis of spatially scattering data with help of the random field meth-

odology shall be demonstrated by an example from crash analysis (BAYER et 

al. [4]). During the development of a load bearing part of a car body, figure 3, 

a buckling phenomenon was observed experimentally, which could not be 

seen by deterministic computational analysis. In the scope of a stochastic ro-

bustness analysis, parameters of the crash load case were introduced as ran-

dom variables, as well as properties of this and other parts in the load path, 

such as sheet thickness and material strength. The stochastic structural proper-

ties were obtained from a previous forming simulation with random process 

parameters. Within the crash robustness analysis, 150 structures with random 

structural properties and load parameters were sampled and calculated.  
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Figure 3: Standard deviations of plastic strain of a load bearing car part after crash robust-

ness analysis (BAYER et al. [4]). 

The scatter of plastic strains which is plotted in figure 3 corresponds to the 

observed buckling deformation. As it was explained in section 2.3, the spatial 

scatter of the plastic strain was decomposed into “scatter shapes”; the respec-

tive samples of random amplitudes were computed following eq. (11). The 

random amplitudes were statistically surveyed and related to the input random 

variables.  

Figure 4 shows the first three scatter shapes and their contributions to the total 

scatter of plastic strain given in percent, cf. eq. (12). It is seen that with three 

random amplitudes of the Karhunen – Loève – expansion only, in contrast to 

ca. 5000 original variables (one for each finite element), it is possible to rep-

resent 98 % of total scatter. This demonstrates the efficiency of the random 

field parametric proposed here. 
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Figure 4: First three scatter shapes of plastic strain. 

 

The algorithm Metamodel of Optimal Prognosis (MoP) of optiSLang (MOST 

et al. [10]) was applied to relate the samples of the first three amplitudes to 

the random parameters of the crash analysis. This algorithm uses the samples 

of input – output sets as supports and fits a powerful interpolation model. As 
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further result, one obtains the prognosis quality of the entire metamodel (Co-

efficient of Prognosis – CoP) and the relative influences of the scatter of the 

random inputs on the scatter of the amplitudes. These values are shown in 

figure 5 as bar chart. The most relevant random input parameters which cause 

the scattering plastic strains can be identified. Hence requirements on the de-

sign of the part and quality assurance could be formulated and the problem 

was mitigated.   

 

Figure 5: CoP values of the optimal metamodel for the first amplitude of plastic strains. 

4 Final remarks  

In the present article it is demonstrated, how scattered data which are spatially 

distributed on structures (such as material properties, geometric tolerances 

etc.) can be analysed by random field methodology. Such data are obtained by 

measurements of specimen or by stochastic robustness analyses of CAE pro-

cesses, e.g. manufacturing process simulations.  

 

The data can be decomposed into “scatter shapes” of a random field. Already 

the visualization of the most important (by means of contribution to the total 

variation) scatter shapes helps to understand “mechanisms” of spatial scatter. 
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By further statistical analysis of the respective amplitudes and their relation to 

the random inputs, expressed as correlations, coefficients of determination of 

a regression model or coefficients of prognosis of a MoP, the cause of scatter 

can be identified. 

It is also possible to model and sample random fields on the basis of empirical 

data and/or model assumptions. With these artificial random fields, structural 

parts with random properties are generated and fed into a CAE analysis. In 

that way it is possible to study the sensitivity of a structure towards spatially 

distributed random properties or loads.  

Dynardo offers the software SoS (Statistics on Structure) for the analysis of 

spatially scattering data. Statistical characteristics of the data can be plotted 

on the structure, as well as the scatter shapes of the decomposed random field. 

Samples of the respective random amplitudes can be exported as optiSLang 

result file for further statistical analyses, in particular the relations to input 

parameters, as it was demonstrated in the example of section 3.2.  
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Abstract:    The aim of this paper is to present the analysis of the in-

fluence of some input variables on the creep deformation in concrete 

for various models, namely BP model, Whaley and Neville model, 

modified MC90 for cyclic loading and modified Hyperbolic function 

for cyclic loading. Creep causes increased deflection in concrete struc-

tures and changes the stress distribution with in elements. The benefits 

of an accurate prediction model of creep yields a safer design: a struc-

ture with minimum cracking, extended life and durability. The error in 

determining the input variables and model itself can produce signifi-

cant changes in creep prediction values. The variability influence of 

input random variables on the cyclic creep was studied by means of 

the stochastic uncertainty and sensitivity analysis method. All input 

parameters were considered to be random variables. The Latin Hyper-

cube Sampling (LHS) numerical simulation method (Monte Carlo 

type method) was used. It has been found by the stochastic sensitivity 

analysis that the cyclic creep deformation variability is most sensitive 

to the Elastic modulus of concrete, compressive strength, mean stress, 

cyclic stress amplitude, number of cycles, in that order. Further, it is 

observed that the uncertainties of the creep prediction for all models 

are compared and reveal significant differences. Due to the considera-

tion of three types of uncertainty which are included in uncertainty 

quantification: (i) natural variability in loading materials properties; 

(ii) data uncertainty due to measurement errors; and (iii) modelling 
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uncertainty and errors during cyclic creep analysis, a measure for the 

total variation of the model response is achieved. The study finds that 

the BP, modified Hyperbolic and modified MC90 are the best per-

forming models for cyclic creep prediction - in that order.  

1. Introduction  

It is a well-known fact that the repeated loading of concrete causes irreversible 

deformations GAEDE [8] and KERN et al. [13] called cyclic creep. The experi-

mental knowledge of this phenomenon is still rather limited but yet quite suffi-

cient for numerical prediction. When the principle of superposition is used to 

estimate cyclic creep, the creep under cyclic loading of many repetitions is sig-

nificantly under-estimated. The reason behind this problem is that, the cyclic 

creep is a non-linear phenomenon and principle of superposition is no longer 

valid BAŽANT [1] and GVOZDEV [9]. The micro pre-stress solidification theory, 

mechanical deformation theory, the viscous flow theory, the plastic flow theory, 

the seepage of gel theory and the micro cracking theory can be explained by the 

unidirectional non-linear creep under dynamic loading, which is proposed by 

BAWEJA et al. [4], WHALEY et al. [24] and SUTER et al. [19]. This study can be 

of importance for structures such as bridges carrying high traffic loads, struc-

tures carrying heavy vibrating machinery, ocean oil platform and other such 

complex structures. 

Creep and shrinkage are the most uncertain mechanical properties of concrete. 

The stochastic aspects of these physical phenomena should therefore taken into 

account in structural analysis and design. Structural responses have thus far been 

treated as deterministic values in this study, although it was acknowledged that 

the prediction models are marked with a certain degree of statistical variation. 

Material and environmental parameters were also taken into account with their 

expected mean value, but in reality they are also subjected to statistical variation 

and prediction errors. Moreover, civil engineering constructions are naturally 

subjected to variability; from many origins: their dimensions, their construction 

processes, and their exposure to several loadings. Among these variables, which 

influence the behaviour of a structure and; thus, its lifespan, some introduce a 

variability on the material characteristics, evolving with time and are not neces-

sarily homogeneous in the whole structure, whereas some others create a varia-

bility on the loading itself, which the structure is subjected to. 
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For all these aforementioned reasons, modelling the input parameter in a proba-

bilistic context makes sense SUDRET [18]. The uncertainty that affects the input 

parameter may be of various kinds. They are usually classified as follows: 

 

  Aleatoric uncertainty: is an inherent variation associated with the physi-

cal or natural variability in the phenomenon under consideration. As an 

examples, the number-of-cycles-to-failure of a samples specimen subject-

ed to fatigue loading shows aleatoric uncertainty, since the very life time 

of the specimens of the same materials subjected to the same experimental 

conditions varies one to the other SUDRET [18].   

 

 Epistemic uncertainty: is an uncertainty that is due to a lack of knowledge 

of quantities or processes of the system and is also referred to as subjec-

tive uncertainty, reducible uncertainty, and model from uncertainty. As an 

example, the lack of experimental data to characterize new materials and 

processes, poor understanding of coupled physics phenomena. Further, 

the compressive strength of concrete of a given shows scattering. 

 

For the quantification of measurement uncertainties (as defined in the ISO/IEC 

Guide 98-3 (2008a)) [11], namely the uncertainty based on a statistical analysis of 

observations and the uncertainty derived from a process equation physically de-

scribing the measurement process. Both types of measurement uncertainties are 

utilized for the derivation of a posterior measurement uncertainty by Bayesian 

updating. This facilitates the quantification of a measurement uncertainty using 

all available data of the measurement process. The measurement uncertainty 

models derived are analysed through a sensitivity study and are discussed in de-

tail resulting in an identification of the most relevant sources of measurement 

uncertainties THOENS [21]. 

 

Sensitivity Analysis (SA) techniques will perform better for specific type of 

models.  Sampling based methods are examined to scatter plots given by 

HELTON [10]. One method of importance in the measurement of models by con-

sidering the uncorrelated and correlated parameters is proposed by XU et al. 

[23]. The distinction between uncorrelated and correlated contribution of uncer-

tainty for an individual variable is very important and output response and the 

input variables is approximately linear in this method. Method XU et al. [23] is 

used in this present work. 
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2.    Cyclic creep models 

Several experimental and mathematical models have been developed for esti-

mating cyclic creep strain. The most widely used mathematical models are the 

BP [2] models, NEVIELLY [24] model. Modified MC90/EC2 [5] and modified 

Hyperbolic function [17], experimental cyclic creep models: GAEDE [8], KERN 

et al. [13], NEVILLE et al. [24], SUTER et al. [19]. This study also includes these 

four mathematical models.  

Based on the test data, Whaley and Neville models have shown that the cyclic 

creep strain can be expressed as the sum of the two strain component, a mean 

strain component and a cyclic strain component. We consider uniaxial stress de-

scribed as: 

        0

1
sin(2 )

2
t                                                                          (1) 

Where  mean stress; ½Δ= cyclic stress amplitude; and  circular frequen-

cy. The mean strain component is the creep strain produced by the static mean 

stress (σm)=(σmax - σmin)/2. The additional cyclic creep component was found to 

dependent on both mean stress (σm) and the stress range (Δ)= (σmax - σmin). They 

proposed the following predictive equation for the total cyclic creep strain: 
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Where ε (t - t0) is the cyclic creep strain, σm is the mean stress expressed as a 

fraction of the compressive strength; and Δ is the stress-range expressed as a 

fraction of the compressive strength and Φ (t - t0) is the creep function. 

The above-noted static and dynamic components of dynamic creep are a func-

tion of time. It can be expressed as a function of a number of cycles also. 

         

1 1

3 3
0 0 0( ) 129 17.8t t t N                                                              (4) 

BP model takes into consideration both shrinkage strain and mechanical strain. 

According to the BP model, cyclic creep function (t –t0)= ε/σmean , where ε is the 

strain mean level of cycle, is as follows: 
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and this equation modified: 
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In which tdc can be calculated as:  
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Here ω is the frequency (Hz), kω is the empirical constant and the function 

F(σmax) is the nonlinearity over proportionality factors. 

The long-time material model presented in the 1990 CEB Model Code MC90 

[5] was chosen as the model. Static creep tests within the previously mentioned 

and the modified by TERJE et al. [20] cyclic creep function is defined as: 

          0 0
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In these expression φc (t - to) is the static creep ratio and φcc is the cyclic creep 

ratio, t’ the concrete age at loading and t the actual time. The cyclic creep ratio is 

defined as: 

       0 0( ) ( ) ( ) ( ) ( ) ( , )cc cm m cct t t f S N                                        (10)   

In this expression cmf  is the average compressive cylinder strength at 28 days; 

mS  the ratio between the mean stress and the concrete strength at the start of 

testing; Δ the relative stress amplitude; N is the number of load cycles and ω is 

the frequency 0( )N t t                  

       0( , ) 1 (( )86400 ) 1, , 0.022n nN N t t with n                              (11)        

The general expression for cyclic creep term is then written as: 
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The hyperbolic function from German code 1045-1 or DAfStb booklet 525 DIN5 

[6] modified by SCHWABACH [17] and give the final equation as:
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3.          Sources of uncertainty 

The uncertainty modelled by stochastic variables can be divided in the following 

groups: 

3.1       Physical uncertainty      

Physical or inherent uncertainty is related to the natural randomness of a quanti-

ty, for example, the uncertainty in the material and environmental input parame-

ter, or in the yield stress due to production variability. 

3.2       Measurement uncertainty 

Measurement uncertainty is the uncertainty caused by imperfect measurements 

of for example, a geometrical quantity. It is possible to characterize three types 

of uncertainty during the measurement of the cyclic creep measurements: (i) un-

certainty related to measurements, (ii) uncertainty due to the positioning of the 

gauges and (iii) uncertainty due to the installation. 

Uncertainty in the measurement can be given starting from the data obtained 

during the calibration. The calculation method of measurement uncertainty is 

discussed in Section 4.1. 

 

3.3        Statistical Uncertainty  
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 Statistical uncertainty is due to limited sample sizes of observed quantities. A 

stochastic quantity has one more property: a probability (density) distibution. 

When doing a finite set of measurements, one can construct a histogram from 

those measurements.                                                             

                                             

    E(x)  

               

Figure 1.  Few observation…    more observation          theoretical limit 

It should be noted that when the number of measurements increases, the histo-

gram will become more and more detailed, and in the limit become a smooth 

function. This theoretical limit is called the stochastic quantity probability densi-

ty distribution function, distribution function for short. The Figure 1 shows the 

quantity of observation and limit of expectation is a histogram. 

 

3.4       Model Uncertainty 

 

Model uncertainty is the uncertainty related to imperfect knowledge or idealiza-

tions of the mathematical models used or uncertainty related to the choice of 

probability distribution types for the stochastic variables. Even when there oc-

curs no measurement uncertainty (or when it is negligible), there may be some 

discrepancies between the predicted and observed values in most situations. This 

is called model error or uncertainty. 

 

 

4.  Uncertainty quantification in measurement  

 

4.1       Measurement uncertainty using Bayes method 

 

The experimental results may be assessed using strategies based on conditional 

probability concepts. These concepts are founded on Bayes’ theorem, which is 

introduced by Thomas Bayes. 
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Where, 

Bj is a state of the unknown quantity 
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Bi is the set of all states of the quantity, including Bj 

A is the observed data (sample) 

“│” is read as “given” 

 

A necessary condition for Bayes’ theorem is that the probability of observing 

any particular data outcome for a given state P(A│Bj) must be known. This in-

formation is often available from laboratory testing, product literatures, or past 

experiences. Information about an input quantity X consists of a series of indica-

tions regarded as realizations of independent, identically distributed random var-

iables characterized by a PDF, but with unknown mean and variances. 

Calculation proceeds in two steps:- first, a non-informative joint prior-   (pre-

data) PDF is assigned to the unknown mean and variances. This joint prior PDF 

is then updated, based on the information supplied by the series of indications, 

to yield a joint posterior (post-data) PDF for the unknown parameters, which is 

shown in Figure 2. The desired posterior PDF for the unknown mean is then cal-

culated as a marginal PDF by integrating over the possible values of unknown 

variances. The updating is carried out by forming the product of a likelihood 

function and the prior PDF. The likelihood function is the product of functions, 

one function for each indication, and is identical in form, e. g., to a Gaussian 

PDF with expectation equal to the indication and variance formally equal to the 

unknown variance.  

 

Figure 2 plots are shown for the prior and the posterior probability density for 

mean observed cyclic creep function. 

The parameter of the cyclic creep models mean (μ) and standard deviation (σ) 

are considered as uncertain to account for the assignment uncertainty. A prior 

probability density function for this parameter is derived by calculating the indi-

vidual probability densities, Equation 16 and measurement uncertainty model 

(Mc) THOENS [21]. 

        
'
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The likelihood estimate of the parameters is derived based upon observations 

of the measurement process and defined with Equation 17. 
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Figure 2.  Illustration of prior and posterior probability density for the observed 

mean of cyclic creep. Also the likelihood for the test results is shown. 

The posterior distributions of the parameters are derived based on Bayesian up-

dating, which is given in Equation 18.   

        
0 0( ( ) ( ( , ). ( ). ( )f t t f t t f f d d                                              (18) 

The measurement uncertainty obtained by observation has different boundary 

conditions associated with the probability models calculated separately. The 

process equation based measurement uncertainty is seen as the accumulation of 

prior knowledge of the measurement process. It becomes clear that the meas-

urement uncertainty for a specific application is not exactly determinable and 

that furthermore, both concepts for the determination of the measurement uncer-

tainty have their different boundary conditions and their limitation THONES 

[21]. 

In order to carry out the Bayesian updating by running the program in MATLAB, 

for n_digit =1 it performed 10
6
 evaluations of the different models until the sta-

bilization of the results. It gives the estimate cyclic creep with associated stand-

ard uncertainty, measurement uncertainty, (CVφ,β) or u(E )), for simplification in 

this work (standard uncertainty u(E )), is written as measurement uncertainty 

(CVφ,β), which is shows in Table 1, last row with a shortest 95% coverage inter-

val In this work, is the method of calculating the measurement error and predict-

ed values to consider measurement uncertainty with the goal of facilitating 

enhanced evaluation of cyclic creep models. The basis of this method was the 

0,00E+00

5,00E-04

1,00E-03

1,50E-03

2,00E-03

2,50E-03

3,00E-03

3,50E-03

4,00E-03

4,50E-03

3,50E-053,90E-054,30E-054,70E-055,10E-055,50E-05

Prior density

Likelihood density

Posterior density

Cyclic Creep Strain [m2/MN]

P
ro

b
a
b
il

it
y
 d

en
si

ty



 Motra, Osburg & Hildebrand: Probabilistic Assessment of Concrete Creep Models under Repeated Loading 

294 

theory that cyclic creep models should not be evaluated against the values of 

measured data, which are uncertain, but against the inherent measurement uncer-

tainty. Especially for; the deviation calculation of the probability distribution of 

measured data; the value of internal uncertainty is assumed. 

    Table 1. Uncertainties in cyclic creep models 

Model             BP       mod. MC90     mod. Hyperbolic    Neville 

 U(E(model))     0.283      0.306                 0.300                    0.380 

U(E(internal.))   0.080      0.080                0.080                    0.080 

U(E(posterior))  0.062      0.086                0.093                    0.121 

 

 

4.2       Sensitivity analysis (SA) 

 

The objective of SA is to identify critical inputs variables of a model and to 

quantify how input uncertainty impacts model outcomes. The sensitivities are 

solved at nominal values, cannot take account of the variation effect of the input 

variables, and thus those sensitivities are local. Compared with the local sensi-

tivity, the uncertainty importance measure is defined as the uncertainty in the 

output can be apportioned to different sources of uncertainty in the model input, 

and the importance measures is also called global sensitivity. XU et al. [23] 

Method is used in this paper and method is approximately linear output response 

and input variables. For a model 1 2 3( , , .... .... )i ky x x x x x   and the main effect of 

each variable, the model can be simplified as follows: 

        0

K

i ii
y x e                                                                              (18) 

 

For detailed information see the reference XU et al. [23]. 

 

 

5.  Input parameter Uncertainty and Sensitivity analysis of Cyclic Creep 

Function 

 

Main statistic properties of concrete are given in Table 2. 

The input variables correlation of the BP is shown in Tables 3. 
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Table 2. Statistic properties of the input variables 

Variables Mean Std CoV Distribution Models*   Sources 

fc,28 52.00  MPa 3.12 0.06 Log-normal 1,2,3,4 [22] 

fd 50.70  MPa 3.00 0.06 Log-normal 1,2,3,4 Assumed 

Eci, 28 34144 Mpa 3414.4 0.1 Log-normal 1,2,3,4 [22] 

Ec,d 33290 MPa 3329.0 0.1 Log-normal 1,2,3,4 Assumed 

Humidity 0.65 [-] 0.026 0.04 Normal 1,2,3 [7] 

Cement content 362 kg/m
3
 36.20 0.1 Normal 1,3 [15] 

Water-cement ratio 0.50  [-] 0.05 0.1 Normal 1 [15] 

sand-cement ratio 5.16 [-] 0.516 0.1 Normal 1 [15] 

Frequency 9 Hz 0.72 0.08 Normal 1,3 Assumed 

Mean stress  0.35fc  [-] 0.035 0.1 Normal 1,2,3,4 Assumed 

Stress amplitude 0.3fc   [-] 0.03 0.1 Normal 1,2,3,4 Assumed 

Number of cycles 10
6
 Number 80000 0.08 Normal 1,2 Assumed 

a 318.22 31.82 0.1 Normal 3 Assumed 

b 0.3 0.03 0.1 Normal 3 Assumed 

*1 = BP, 2 = modified MC90/CE 2 , 3 = modified Hyperbolic , 4 = Neville 

Taking into account the input variables real correlation of model Neville the in-

put variables increase significantly CVpar,cr,cyc(t - t0) = 0.08  may cause this ef-

fect-strong correlation of strength and young modulus of elasticity. Comparing 

the total uncertainty of the models from Figure 3, we conclude that the model 

and, in comparison of all models, BP has the lowest total uncertainty CVpar,cr,cyc(t 

- t0) = 0.30 and model Neville has highest total uncertainty CVpar,cr,cyc(t - t0) = 

0.40. The models mod.  MC90, mod. Hyperbolic and Neville are based on the 

experimental data and also, assumed strain-time equation always satisfactorily 

fit the experimental data, so that long-term values cannot be estimated with con-

fidence. Generally, the longer the times over which creep have actually been 

measured the better the prediction. The CV in the initial time of loading shows a 

higher figure and decreases with increasing time; because the initial time shows 

more uncertainty in measurement. The most important variable at short-time 

creep is model uncertainty factor for all models. 
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Table 3. Correlation matrix BP 

 

 

 

 

 

 

 

 

 

Total model quality (MQ) can be used to balance the better response of the mod-

el to its uncertainty in order to select the model that is most for a certain re-

sponse. Figure 4 shows the time-dependent model quality. MQ which is 

dependent upon total uncertainty considering the correlated input quantities. The 

MQ is slight time dependent. For this reason the time interrogation according to 

KEITEL [12] and results given in Figure 4. In all these comparisons, model BP is 

found to be the best. CEB-MC90/EC2 model (CEB 1990), which modifies its 

original model MC90/EC 2, TERJE et al. [21] by co-opting key aspects of cyclic 

loading (the mean stress and stress amplitude function and dependence on the 

number of cycles would simply mean a loading frequency), comes out as the 

second best.  Considerably worse but the third best overall is seen to be the mod-

ified Hyperbolic model. Since the current Neville model, labelled Neville, is the 

simplest, introduced in 1973 on the basis of Neville’s research (Neville et al. 

1973), it is not surprising that it comes out as the worst because it is based on 

only four variables and therefore there is no consideration of concrete composi-

tion and environmental variables. 

The results for application of the measurement uncertainty with the calculation 

of total uncertainty (as represented by four CoV values from 0.30 to 0.40) and 

distribution measured and predicted value for example data sets appear subse-

quently. The discussion focuses on the calculation of model quality based on 

calculated with incorporates both measurement uncertainty and model uncertain-

ty. 

Variables RH c w/c a/c ks fc ω Δ 

RH 1 0 0 0 0 0 0 0 

c  1 -0.4 -0.4 0 0.4 0 0 

w/c   1 0 0 -0.4 0 0 

a/c    1 0 -0.4 0 0 

ks     1 0 0 0 

fc   Symm.     1 0 0 

ω       1 0 

Δ        1 
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Figure 5 display the sensitivity indices of different correlated and uncorrelated 

inputs of model BP. The model BP sees a more time dependent sensitivity indi-

ces over the time. The main reason behind this is the increased combination of 

time function with the input quantities. It is seen that the most sensitive quanti-

ties turn out to be concrete strength. In the second place is the content of the ce-

ment when quantities are assuming the uncorrelated. Further, the stress 

amplitude and frequency is the third and fourth influence quantities. The influ-

ence of water- cement ratio, aggregate-sand ratio and humidity are also consid-

erable. The concrete strength is most dominating quantities when considering 

the quantities correlation. The second dominant quantity is the cement content 

and stress amplitude. The sensitivity indices of cement content and stress ampli-

tude show a small decrease with increasing time.  In the cyclic parameter is ob-

served that there are considerable influences. 
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Figure 3.  Input variables and model uncertainty of cyclic creep prediction 
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Figure 4.  Model quality (MQ) of cyclic creep prediction 
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Figure 5. Uncorrelated and correlated sensitivity indices of model BP 

 

6.  Conclusion 

 

In the present study, a probabilistic framework is suggested for the prediction of 

the cyclic creep of plain concrete considering four different cyclic creep models. 

Different sources of uncertainty- physical variability, data uncertainty, and mod-

el error/uncertainty- were included in the cyclic creep analysis. The input quanti-

ties which derive the cyclic creep such as, elastic modulus, concrete strength, 

mean stress, cyclic stress amplitude, number of cycle, humidity, cement content, 

water-cement ratio, sand-cement ratio, geometric factor have been considered as 

random variables. The uncertainty and sensitivity analysis is computed using the 

LHS sampling technique. 

It is seen from the uncertainty analysis that the complex cyclic creep model BP 

has the good MQ and less uncertainty but the simple model Neville has higher 

uncertainty and lower model quality. In contrast, the complex model needs 

computational effort and more input variables. Stochastic sensitivity analysis is 

performed to determine the predominant factor amongst the input variables, 

which influences the cyclic creep prediction. It is observed that cyclic creep is 

more sensitive to the elastic modulus and strength of concrete, followed by 

mean stress, stress amplitude, frequency, cement content, humidity, water- ce-

ment ratio, in that order. Further, the present study of cyclic creep models results 

in some interesting points. The most of the creep analysis is only sustained load; 

the cyclic loading effect is neglected. Cyclic effect, neglected so far, might be 

non-negligible for long span bridges with many lanes or with a dense traffic of 

heavy trucks. This may cause the excessive time-dependent deflection of con-

crete structures. The concrete structure can lose their stiffness by (i) the degrada-
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tion of concrete, (ii) the creep of concrete etc. The relation between the frequen-

cy of the structure and its age is important for the study of the long-term behav-

iour of materials, possibly for the detection of its damage. Of significance is the 

change of the modulus of elasticity of concrete due to cyclic creep.  

  Also, the proposed approach for UQ and SA is applicable to several engineer-

ing disciplines and the domain of cyclic creep analysis was used only as an illus-

tration to develop the methodology. In general, the proposed methodology 

provides a fundamental framework in which multiple models can be connected 

through a Bayes network and the confidence in the overall model prediction can 

be assessed quantitatively. 
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Fuzzy and statistical conformity criteria for 

compressive strength according to EN 206-1 

Izabela Skrzypczak  

Institute of Geodesy, University of Technology, Rzeszow 

Abstract: Statistical conformity criteria for compressive strength of concrete 

for small sample size  n=3 are matter of the debate. Statistical criteria can have 

prejudicial effects to both - producer and client. In the code this is taken into 

account by choosing of optional decision for the acceptance of batch of con-

crete. These ones are checked from the economical and statistical decision of 

view. Statistical and fuzzy method of quality control, and especially compli-

ance criteria for concrete recommended in code EN 206-1 and fuzzy criteria 

based on the fuzzy sets are presented and discussed.  

1 Introduction  

In order to achieve a sufficient level of the reliability required for a concrete 

structure the strength distribution and parameters of concrete supplied to a 

construction site should be in accordance with the assumptions specified in 

the design. Thus in each lot of concrete the conformity of the compressive 

strength should be verified using an adequate conformity criteria. Statistical 

conformity criteria specified in different codes and standards [1, 2, 3] are usu-

ally compounded of two elements and can be expressed as follows: 

1ck kfx    and   2ckmin kfx   (1) 

where min, xx are the sample mean and minimum value of the compressive 

strength of concrete, ckf  is the characteristic value of the concrete compres-

sive strength specified by the producer, 21 ,kk  are parameters that depend on 

different circumstances, for example: nsk1 , )87.14.1( ;  is the pa-

rameter that depends on the tolerance limit and the fractile considered, ns  is 

the sampling standard deviation, or )51(1k MPa and  )51(2k MPa [5]. 
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In the European Standard EN 206-1 [1] the statistical compliance criteria for 

compressive strength of concrete for continuous production are given as fol-

lows: 

 for n=3 of results in the group 

4ff ckcm  , 4ff ckci   (2) 

 for n≥15 of results in the group 

1,48σff ckcm  , 4ff ckci  4ff ckci    (3) 

These criteria are far from perfection and there is always the risk that the suit-

able lot of concrete can be rejected (producer’s risk and loss) or that the defec-

tive lot can be accepted (contractor’s or/and investor’s risk).  

Compound compliance criteria of type (2) raises many questions, so the anal-

ysis reference is made to the sample size n = 3 using the methods of statistical 

and fuzzy. The paper presents an analysis and assessment of the quality and 

safety associated with the use codes compliance criteria for compressive 

strength of ordinary concrete of one kind. Method was used for analysis of 

random Monte Carlo simulation and the theory of fuzzy numbers using fuzzy 

statistical methods. 

2 OC- curves (operating-characteristic curves) 

Performance and efficiency of the statistical conformity criteria are investi-

gated using the operation characteristic curves (OC curves). The probability 

of acceptance aP  is calculated by means of numerical simulation using the 

Monte Carlo technique and simulation programs.  

The simulation programs for this purpose were elaborated for normal distribu-

tion with several known standard deviation, obtaining the operating character-

istic curves shown in Figures 2 and 3 for compressive strength criteria 

specified in PN- EN 206-1. Similar procedure has been adopted by Taerwe 

[7]. 

OC curves calculated of single criterion and compound criterion. Denote by: 

 A - the event. that 4ckn fx ,  

 B - the event. that 4fx ckmin  
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and BA,  - opposite event for A , B . Each group of three simulated strength 

values can be classified. In one of the mutually exclusive subsets of the sam-

ple: AB , BA , BA , BA . 

The probability of acceptance of compound criteria can be evaluated in this 

relationship: 

)BAP()BP(AB)AP(1PP(AB)P aa
  (4) 

For standard deviation 4,86 MPa  and n = 3, the contributions of the different 

subset to the probability of rejection are show in Figure 2. 
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Fig.1. Contributions to the probability of rejection of criterion 4fx ckn , 4fx ckmin  for 

σ=4,86MPa, n=3 

2.1 Analysis on the basis of OC-curves 

Using Monte Carlo [2,7,8] simulation technique OC-curves for the compound 

criterion of conformity were investigated for three different types of distribu-

tion of the compressive concrete strength: N, different standard deviation fc  

of concrete strength and small sample size: n= 3. The total number of simula-

tion N = 100000 were used to obtain OC curves in all case.  

The following conformity criteria were used:  

- for the sample size n = 3; 4ff ckcm  and 4ff ckci . 

Comparisons of the rules for judging the quality of concrete (OC curves) with 

boundaries for unsafe and uneconomic regions have been presented by figures 

3 and 4. These regions were given as mathematical basis and justification by 

Taerwe [6,7].  
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Taerwe’s definition of the boundary of the unsafe region is:  

500Pw a   (5) 

and of the uneconomic region is: 

0,05
P100

w

a

  (6) 

These boundaries are shown on Figure 2 as dashed lines.  

If conformity rule gives an operating characteristic that passes through the 

unsafe region than the protection it gives the specifier would be too weak. If  

a rule gives an operating characteristic that passes through the uneconomic 

region it causes producers to use excessively large margins, even then, accept 

high risks of non-conformity [6]. 

OC curve for criteria (2) shown in Fig.3 to Fig.4 for samples n=3 for normal 

(N) distributions with known standard deviation.  

Prediction accuracy of statistical acceptance criteria has been determinate 

with use of normal distribution. Taking the compliance compound criterion 

into consideration, higher values of acceptance probability Pa correspond to 

lots of bigger strength variability. The lower probability of acceptance has been for N 

distributions of higher strength variability. 

High values of probability of acceptance have been of productions with more 

than 5% of defects, which can be around 80% in some cases. For standard 

conformity criteria probability of acceptance of all is higher, the higher is 

standard deviation of concrete compressive strength. It may lead to increasing 

of mean concrete strength at growing spread causing groundless costs of a 

producer. Conformity criterion of concrete compressive strength for small 

sample size discourages from concrete production with small scatter. 

 

selection of materials, concrete design and production, inspection and control, 

test results. Only one type of restricted information connected with numerical 

measurements, namely the values of standard deviation and minimum 

strength are taken into consideration in the statistical conformity criteria. The 

wide information on the composition, production, placing, curing and testing 

of concrete is mostly qualitative, verbal, subjective and imprecise. Statistical 

procedures ignore this type of data. Application of the fuzzy sets theory and 

approximate reasoning scheme enables to take advantage of qualitative and 

quantitative information, sharp and vague data for conformity assessment of 

concrete strength. 
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Fig.2. Compliance criteria for group n=3 samples with known standard deviation and for compound criterion 

4ff ckcm  and 4ff ckci  

 

When reviewing the batch of material based on a sample of small size and 

population of defects greater than 5% - (for unsafe region) may be helpful the 

statistical-fuzzy compliance criteria. 

3 Compliance criteria with the fuzzy-statistical approach 

The information sources available for conformity assessment of concrete 

strength include recorded data and other documents necessary to maintain and 

regulate the quality of concrete in conformity with specification, for instance:  
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Compressive strength of concrete fc, fulfilling the compound compliance cri-

terion can be inscribed  by using a fuzzy set: 

]f),(f[μf ccmC,fc ,  [0,1]F:μ cC,f   (7) 

Where: )(, cmCf f  is the membership function assigning degree of the fuzzy set 

membership fc  (from the interval [0,1]) to each element of the strenght set  

cc Ff . 

The code compound criterion of conformity of produced concrete lot with 

projected class may have  the following form: 

 for sample size n = 3: 

K
4ff

4ff

ckci

ckcm
  (8) 

 for sample size n = 15: 

K
4ff

1,48σff

ckci

ckcm
  (9) 

Where: K is the fuzzy value (of μfc (fcm) membership function), which should 

be established for determined classes of concrete on the ground the fuzzy-

statistical experiment. 

3.1. Fuzzy-statistical analysis for compressive strength of concrete 

The three-phase method (fuzzy-statistical) has been used to determine mem-

bership functions of test characteristics [6, 7]. Random variables ξ and η were 

defined. Every experiment determines a pair of numbers  ξ and η, where ξ is 

demarcation point for considered and lower class of concrete and η is demar-

cation point for considered and higher class concrete. Variable (ξ ,η) can be 

assumed as a two-dimensional random variable. Then trough sampling it is 

possible to obtain pξ(x) and pη(x) as marginal probability distributions. In 

general, ξ and η follow a normal distribution ξ → N(mξ, σξ) and η → N(mη,, 

ση). 

The membership function for i-class of concrete can be described below: 

η

ηcm

cm

f

cmηcmCi
σ

mf
Fdffpfμ

cm

  (10) 

The membership function for considered and less i- class of concrete can be 

described by the following formula: 
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ξ

ξcm

cm

f

cmξcm1Ci
σ

mf
F1dffpfμ

cm

  (11) 

Contrast, the fuzzy membership functions considered and higher  i- class of 

concrete has follow form: 

cm

cm

f

cmηcm

f

cmξcm1Ci ffpdffp1fμ   (12) 

η

ηcm

ξ

ξcm

cm1Ci
σ

mf
F

σ

mf
F11fμ

  (13) 

The final form of the formula is: 

η

ηcm

ξ

ξcm

cm1Ci
σ

mf
F

σ

mf
Ffμ   (14) 

Where: 

)dz0,5zexp(
2π

1
F(z)

z

2   (15) 

With the membership functions for different classes of concrete, and the mean 

value of compressive strength for neighboring classes estimated based on ran-

dom simulation, we can calculate the degree of membership values of the 

considered batch of concrete to different classes. Depending on the value of 

)(, cmCif f , we can decide on the inclusion of lots of concrete to the appropriate 

class of concrete. This decision may be more or less conservative, depending 

on its impact on the qualitative assessment of the produced concrete and the 

impact on the requirements of safety, quality and economics. 

4. Examples with application of fuzzy-statistical method 

Compliance criteria given in the formulas (1) were performed by the compu-

tations method: generating 100 000 random groups of size n=3 in accordance 

with normal distribution, generating class of concrete (concrete classes of the 

three neighboring classes of concrete Ci -1, Ci, Ci + 1 with 1/3 probability), gen-

erating standard deviation and defective fraction. To generate random num-

bers with standard normal distribution, the method Box and Muller [5] was 

used.  The table of probability distribution of random vector  and the 

histogram of marginal probability distributions, for the considered and lower 
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class of concrete and one for the considered and higher class of concrete, were 

built. Graphs of the density function of boundary probability distributions 

pξ(fcm) and pη(fcm) are the basis for the designation of membership function for 

each class of concrete. 

On the basis of simulations for the concrete class C16/25, generating 100 000 

random groups of size n = 3 in accordance with normal distribution,  marginal 

density functions of distributions and fuzzy membership functions were esti-

mated for each class of concrete. 

The marginal probability distributions pξ(x), pη(x) and the plot of original and 

modified membership function of concrete class C16/20 and neighboring 

classes (C12/15, C20/25) are presented by the Fig. 3. 

0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

1

10 13 16 19 22 25 28 31 34 37 40 43

fcm

  
 f

c
m

0,0

0,5

1,0

1,5

(fcm)

C12/15 and C16/20

C16/20 and C20/25

m
f,C16/20

m
f,C20/25

m
f,C12/15

 

Fig.3. The membership function of fcm concrete classes for concrete class C12/15, C16/20 and C20/25 

The plot for membership function of concrete class does not accept value 1,0 

[Fig. 3]. This suggests that concrete class division is too numerous. 

The analysis was conducted for the second-class concrete getting the results 

of the confirmatory foundation about too numerous classes of concrete. 

Class of concrete C16/20 (sample size n=3, μ,Ci(fcm)) were considered to esti-

mate the membership function of the fuzzy value of concrete classes. Assum-

ing the normal distributions of demarcation points ξ → N(mξ, σξ) and η → 

N(mη,, ση) of concrete class C8/10 and C16/20, and C16/20 and C25/30, re-

spectively, mean values mξ = 10,19 MPa, mξ = 21,72 MPa and standard devia-

tion σξ=3,29 MPa and σξ=2,18 MPa were estimated. Then the membership 

function of value of test coefficient for concrete class C16/20 was calculated 

according to formulas 10,11,14 and 15 which is presented on the Fig. 4. 

We can accept batch  of concrete, with values of: 
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 fcm=15,8 MPa compressive strength with the confidence level 0,82  to 

the concrete class C16/20 

 fcm as values from intervals (10; 15,8) MPa with the confidence level 

from interval (0,5; 0,82) to the concrete class C16/20 or to C8/10, 

 fcm as values from intervals (15,8; 22) MPa with the confidence level 

from interval (0,08; 0,5) to the concrete class C25/30. 
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Fig.4. The membership function of  fcm concrete classes for concrete class C8/10, C16/20 and C25/30  (the 

analysis for the second-class concrete) 

4 Conclusions 

Defects and deficiencies of the pure statistical criteria of conformity evalua-

tion give reasons for finding a new solutions. Uncertainties related to the as-

sessment and classification of concrete strength leads to apply a fuzzy 

measures of safety in the designing and analysis of building structures. It is 

base of the formulation of the fuzzy-statistical classification procedures for 

produced concrete. This innovative approach, which allows taking into ac-

count the opposing requirements - in case of producer and client - of safety, 

quality, economy. Application of fuzzy-statistical methods gives possibility of 

taking  more reasonable decision on the concrete classification. 
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Quantifying the structural safety of concrete 

slabs subjected to the ISO 834 standard fire 

curve using full-probabilistic FEM 

Ruben Van Coile, Robby Caspeele, Luc Taerwe 

Magnel Laboratory for Concrete Research, Ghent University, Ghent 

 

Abstract: Finite Element Models (FEM) allow to incorporate the structural in-

teraction between different sections and possible stress redistributions, ena-

bling a more economic (performance-based) design. However, the uncertainty 

with respect to material and geometrical properties can have a significant influ-

ence on the obtained safety level, especially when the structure is exposed to 

accidental loads such as fire. Using a Latin Hypercube Sampling procedure 

(LHS) and the Finite Element software package ATENA, the safety level of a 

simply supported concrete slab exposed to fire is assessed. The structural fire 

resistance time is calculated, and a comparison is made with results obtained 

from a simplified full-probabilistic cross-section calculation method developed 

by the authors in a previous contribution. 

1 Introduction 

Although numerous studies are available with respect to the safety level of 

concrete structures, the behaviour of the safety level during fire is most often 

not considered. Nevertheless, a full-probabilistic methodology for calculating 

the safety level during fire is very useful for a quantitative comparison of de-

sign alternatives and for considering more detailed (or updated) information 

regarding material properties and geometrical properties into the design or 

verification process. 
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For simplified cross-section analyses of concrete elements during fire crude 

Monte Carlo simulations (MC) can be used, as applied in Fehler! Verweis-

quelle konnte nicht gefunden werden. and [22]-[23]. The probability of 

failure Pf can be assessed as the frequency with which the resistance effect R 

is smaller than the load effect E: 

R E
f

total

N
P P R E

N   (1) 

with 
R EN  Number of simulations where R is smaller than E. 

Ntotal Total number of simulations. 

 

The reliability index β is consequently calculated as: 

fP   (2) 

with Φ(.) The cumulative normal distribution.  

Reliability studies can be performed by combining MC simulations with Fi-

nite Element Models (FEM) for assessing the response of structural elements 

to fire loads (see e.g. [18], [19]), but many authors indicate that the computa-

tional efforts are too large for practical purposes [2], [15]. Therefore, more 

computationally effective methodologies have been proposed for such relia-

bility analyses, e.g. the Response Surface Method [8] and [13], or a FORM 

analysis combined with the Finite Difference Method or the Direct Differenti-

ation Method [7]. However, from a practical perspective all of these methods 

have significant drawbacks, e.g. a large number of required simulations or a 

difficult implementation in existing commercial Finite Element software 

packages. The sampling procedure known as Latin Hypercube Sampling 

(LHS) [16] seems a promising alternative which balances computational effi-

ciency with simple practical implementation in existing FEM. 

In this contribution LHS is used to determine the mean and coefficient of var-

iation of the bending moment capacity MR of a concrete slab exposed to fire. 

By assuming a lognormal distribution for MR and using the standard First Or-

der Reliability Method (FORM), a reliability index β is calculated in compli-

ance with EN 1990 [4]. Furthermore, the proposed methodology allows for an 

exact calculation of the fire resistance time tR, as defined by EN 1992-1-2 [5] 

by: 
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, , , , ,      for Rd fi t Ed fi t Ed fi RM M M t t   (3) 

With MRd,fi,t the bending moment capacity during fire at t minutes of exposure 

to the ISO 834 [11] standard fire curve, and MEd,fi,t the bending moment in-

duced by the design loads during fire. 

2 Application of Latin Hypercube Sampling to the reliability analy-

sis of concrete structures 

Some of the variables involved in a structural analysis of concrete elements 

during fire are highly uncertain. Therefore the stochastic representation of 

these input variables Xi should be taken into account and a reliability study 

should be performed. 

When using crude Monte Carlo simulations for the uncertainty propagation 

the uncertainty of the input variables Xi is translated into the uncertainty with 

respect to the output variable Y by repeated random sampling [1]. For each 

random vector 1, 2, ,, ,...,j j j n jX X X X  of the n input variables Xi, Yj is calcu-

lated by (4) and the mean value of the response can be estimated by (5). The 

required number N of random simulations in order to achieve a reliable esti-

mation of ˆ
Y  is however too large to use in combination with Finite Element 

Models [15]. 

1, 2, ,, ..j j j j n jY g X g X X X   (4) 

with g(.) The response operator.  

ˆ
j

j

Y

Y

µ Y
N

 

  

(5) 

While maintaining the simple implementation of MC simulations, the Latin 

Hypercube Sampling procedure significantly reduces the number of required 

simulations N by ensuring that even for a very small number of samples the 

entire domain of the cumulative distribution function of the input variables Xi 

is represented, i.e. the Latin Hypercube Sampling procedure subdivides the 

entire domain of possible values for each stochastic variable Xi in N (the 

number of simulations) subsequent areas with equal probability. Within each 

area a random value of Xi is generated and combined with similarly generated 

values of the other input variables to compose the random vector jX . An ex-

ample of this subdivision of the cumulative distribution function for the input 
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variable Xi and the subsequent random sampling in each interval is given in 

Figure 1 for a LHS with 10 samples.  

 

Figure 1. Latin Hypercube Sampling procedure for a single random variable Xi 

The subdivisions of Xi are designated I to X and in each of these areas a ran-

dom value of Xi is selected (represented by the dot on the Xi-axis). Combin-

ing the random samples of each variable Xi into a random vector jX  requires 

the composition of a Latin Hypercube and a Cholesky decomposition in order 

to avoid spurious correlations. 

A detailed description of the application of LHS to structural reliability analy-

sis is given by OLLSON ET AL. [16]. 

Similar to the situation for crude MC simulations, the stochastic distribution 

of the output variable Y can be fitted to a chosen distribution (e.g. normal or 

lognormal) and an estimation of the mean µY and coefficient of variation δY or 

standard deviation σY can be calculated according to well-known estimation 

methods such as the Method of Moments or the Maximum Likelihood Meth-

od [3]. 
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For the set of N simulations performed by LHS, the sample moment m of or-

der r can be calculated by (6) [14] and consequently the mean µY and standard 

deviation σY can be estimated by (7) and (8) in accordance with the Method of 

Moments [3]. 

1 r

r j
j

m Y
N

  (6) 

1
ˆ

Y j
j

µ m Y
N  

 (7) 

2 2 2 2 2

,2 ,1 2 1

1
ˆ ˆ ˆˆ

Y Y Y j Y
j

µ m m Y
N  

 (8) 

In this study the maximum bending moment capacity of a concrete slab ex-

posed to fire is assessed using the Finite Element software package ATENA. 

The following procedure is carried out for each of the N LHS simulations: 

1. The LHS samples of the stochastic variables are implemented 

2. The slab is subjected to its self-weight 

3. The slab is exposed to the ISO 834 standard fire curve for t minutes 

4. A load-displacement test is simulated while maintaining the tempera-

ture distribution in the slab 

5. Steps 1 to 4 are repeated for different fire exposure durations t  

By determining the maximum load bearing capacity for different values of t, 

the evolution of the bending moment capacity MR,fi,t during fire is determined 

for each of the N slabs. The mean and standard deviation of MR,fi,t is assessed 

through (7) and (8). In this study a lognormal distribution for the bending 

moment capacity is assumed. 
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3 Methodology for calculating the reliability index and the fire re-

sistance time 

3.1 Calculation of the reliability index 

For a concrete slab exposed to fire the limit state function for bending can be 

expressed by (9), taking into account that the event of a fire does not affect 

the applied load on the concrete slab, in accordance with EN 1992-1-2 [5]. 

, ,R R fi t E EZ K M K M   (9) 

with MR,fi,t The bending moment capacity during fire. 

ME The bending moment induced by the loads  

KR The model uncertainty of the resistance effect 

KE The model uncertainty of the load effect 

 

A reliability index βslab is calculated from (9) by a FORM analysis. The bend-

ing moment capacity MR,fi,t is approximated by a lognormal distribution with 

mean and coefficient of variation determined by the FEM LHS calculations. 

For a concrete slab with a uniformly distributed permanent load gk (character-

istic value) and only a single uniformly distributed variable load qk (character-

istic value), the load ratio χ of the variable load to the total load is defined by 

(10) and ME equals MQ + MG, which is correct for a statically determined 

concrete slab. 

Qkk

k k Qk Gk

Mq

q g M M  (10) 

with MGk
 Bending moment induced by gk. 

MQk Bending moment induced by qk. 

 

Under ambient design conditions (i.e. at 20°C) and assuming MRd = MEd, the 

design value of the bending moment capacity can be calculated by (11), 

adapted from EN 1990 [4]. 

0max ;
1 1

Rd Gk G Q G QM M  (11) 

with G  Partial factor for the permaenent load.  
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0  Combination factor  

Q  Partial factor for the variable load 

 Reduction factor for unfavorable permanent loads 

According to GULVANESSSIAN et al. [6], the permanent load’s characteristic 

value can in general be assumed equal to its mean value. Thus, MGk is equal 

to its mean value µG and for a given slab configuration (11) defines µG as a 

function of the load ratio χ. 

The standard deviation σG of the bending moment induced by the permanent 

load, and the mean value μQ and standard deviation σQ of the bending moment 

induced by the variable loads are calculated through equations (12)-(14), as 

suggested in the literature study by HOLICKY and SYKORA [9]. For the bend-

ing moment MG induced by the permanent loads a normal distribution is used, 

while for the bending moment MQ induced by the variable load a Gumbel dis-

tribution is assumed [9]. 

0.1G G   (12) 

0.6Q QkM   (13) 

0.35Q Q   (14) 

The model uncertainty KE of the load effect follows a lognormal distribution 

with a mean value of 1 and a standard deviation of 0.1 [9]. 

It is not clear which model uncertainty KR would be appropriate for non-linear 

FEM analysis of concrete elements. For a simplified cross-section calculation, 

the model uncertainty KR can be approximated by a lognormal distribution 

with mean 1.1 and standard deviation 0.1, based on [10]. Further in this paper 

a lognormal model uncertainty KR with mean 1.05 and coefficient of variation 

0.1 will be proposed for the FEM calculations. This proposed model uncer-

tainty lies within the boundaries for the model uncertainty for FEM as sug-

gested by SCHLUNE ET AL. [17]. 
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3.2 Evaluation of the design format of EN 1992-1-2 and calculation of 

the fire resistance time tR 

EN 1992-1-2 [5] defines the structural fire resistance time tR by (3). The par-

tial factors for the calculation of MRd,fi,t and MEd,fi are equal to 1 and a combi-

nation factor fi  is prescribed for the variable load. 

It is unclear which safety level corresponds with this design format of EN 

1992-1-2. However, for a given slab configuration one can calculate a limit 

value for the reliability index which is implicitly determined by (3). If the re-

liability index βslab drops below this implicit limit value, the fire resistance 

time is reached. The implicit limit value is a function of the time t of fire ex-

posure and will be designated βlimit,EC,t=tR. 

Similar to equation (11), the mean bending moment µG* can be calculated for 

a given slab configuration and load ratio χ under the assumption MRd,fi,t = 

MEd,fi,t and considering the load combination Gk fi QkM M : 

*

, , 1
1

Rd fi t G fiM  (15) 

with fi  Combination factor in case of fire defined by EN 1992-1-2 [5]. 

The distributions of *

QM  and *

GM  can similarly be calculated as in equations 

(12)-(14). Implementing these distributions in the limit state function (9) for 

the time t results in: 

* * *

, ,R R fi t E Q GZ K M K M M   (16) 

Consequently, the limit value βlimit,EC,t=tR for the reliability index is determined 

by a FORM calculation. 

This methodology allows for an objective evaluation of the design format of 

EN 1992-1-2. The following procedure is used for a given slab configuration: 

1. For a given time t the design value of the bending moment capacity 

during fire MRd,fi,t is calculated. 
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2. The maximum allowable load according to EN 1992-1-2 is determined 

by MRd,fi,t = MEd,fi,t. 

3. The probabilistic distributions of the permanent load and the variable 

load are determined by (12)-(15). 

4. The reliability index βlimit,EC,t=tR is calculated for the limit state function 

(16) by a FORM calculation. 

By comparing βlimit,EC,t=tR for different exposure times t one can evaluate 

whether or not a similar safety level is obtained by the design format of EN 

1992-1-2 for different tR. By comparing βlimit,EC,t=tR for different slab configu-

rations one can assess whether the safety level pursued by the design format 

of EN 1992-1-2 is dependent on the slab configuration. Furthermore, one can 

calculate the impact of a larger uncertainty of e.g. the concrete cover on the 

safety level at the fire resistance time. 

4 Case study 

For a concrete slab with probabilistic models according to Table 1, a FEM is 

developed in the commercial Finite Element software package ATENA de-

veloped by Cervenka Consulting. The sampling procedure described by 

OLSSON ET AL. [16] is applied to determine the input parameters correspond-

ing to 10 different LHS samples for the slab. 

Table 1. Probabilistic models for the slab configuration 

Symbol Name Dimen-

sion 

Distribu-

tion 

Mean Standard 

Deviation 

h 

fc (20°C) 

 

fy(20°C) 

 

c 

As 

kfc(θ) [22] 

 

kfy(θ) [22] 

 

KR 

 

KE 

thickness 

20°C concrete compressive 

strength; fck(20°C) = 20 MPa 

20°C steel yield stress; 

 fyk(20°C) = 500 MPa  

concrete cover 

bottom reinforcement area 

concrete compressive strength 

reduction factor at temperature θ  

steel yield stress reduction factor 

at temperature θ 

model uncertainty of the re-

sistance effect 

model uncertainty of the load 

mm 

MPa 

 

MPa 

 

mm 

mm² 

- 

 

- 

 

- 

 

-  

Normal 

Lognormal 

 

Lognormal 

 

Beta 

Normal 

Beta 

 

Beta 

 

Lognormal 

 

Lognormal 

200 

25.4 

 

581.4 

 

35 

801 

θ-dependent 

 

θ-dependent 

 

method-

dependent 

 

5 

2.7 

 

40.7 

 

2 

16 

θ-dependent 

 

θ-dependent 

 

method-

dependent 
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effect 1 0.1 

 

Initially, every slab is subjected to its self-weight only. Then, the slab is ex-

posed to the ISO 834 standard fire curve for a specified fire duration. Finally, 

a load-displacement analysis is carried out while maintaining the temperature 

distribution in the slab in order to determine the maximum bending moment 

capacity of the slab configuration at a given duration of exposure to the ISO 

834 standard fire curve. This procedure is repeated for every one of the 10 

LHS samples for different fire exposure times, i.e. every 60 minutes of expo-

sure. 

The calculated bending moment capacity as a function of the exposure time to 

the ISO 834 standard fire curve for a LHS sample set of 10 slabs is presented 

in Figure 2. 

 

Figure 2. Bending moment capacity MR,fi,t as a function of the exposure time to the ISO 

834 standard fire curve for 10 LHS Finite Element simulations  
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Since the curves in Figure 2 are not parallel, the response to the fire exposure 

differs for the different slabs. This primarily results from a difference in rein-

forcement temperature and reinforcement yield stress during fire due to the 

stochastic characteristics of the concrete cover and the reduction variable kfy(θ) 

for the steel yield stress at elevated temperatures. 

In order to assess the repeatability of the simulations other sets of LHS FEM 

were carried out for the same slab configuration of Table 1, each with a new 

calculation of the Latin Hypercube input parameters in accordance with the 

procedure described by OLSSON ET AL. [16]. A comparison for the mean 

µMR,fi,t and coefficient of variation δMR,fi,t is presented in Figure 3, together 

with results for an identical slab configuration taken from [21] where Monte 

Carlo (MC) simulations were used together with a simplified cross-section 

calculation procedure adapted from [22].  

 

Figure 3. Mean bending moment capacity µMR,fi,t and coefficient of variation δMR,fi,t for the 

cross section calculation method and the FEM LHS method 

The LHS FEM estimations of the mean bending moment capacity µMR,fi,t are 

very similar for all four LHS procedures carried out. Similarly, up to 120 

minutes of fire exposure there is only a minor difference for the four LHS 
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procedures with respect to the coefficient of variation δMR,fi,t. There is howev-

er a larger scatter with respect to δMR,fi,t for fire exposure times exceeding 120 

minutes. It is suggested that a small number of samples for the LHS procedure 

is sufficient for calculations at lower temperatures, but a larger number of 

samples may be required to have a more accurate estimation of the coefficient 

of variation during fire. 

As can be expected the non-linear FEM calculations indicate a higher average 

bending moment capacity than calculated by the simplified cross-section cal-

culations. Furthermore, the strength reserve found by the FEM calculations as 

compared to the simplified calculation increases from 5% at 0 minutes of ex-

posure to approximately 35% at 240 minutes of exposure. It is concluded that 

the use of a FEM can have significant advantages for the calculation of con-

crete elements exposed to fire. 

There is no clear difference in coefficient of variation δMR,fi,t for the cross sec-

tion MC simulations and the LHS FEM. However, a larger number of sam-

ples may be required to have a better estimation of the coefficient of variation 

for the LHS FEM procedure. 

Assuming a lognormal distribution for the bending moment capacity, equa-

tions (9) and (16) can be evaluated. It is however unclear which model uncer-

tainty KR is appropriate for non-linear FEM analysis [20]. If one calibrates KR 

for the specific slab configuration investigated in this paper so that the relia-

bility index βslab for the LHS FEM procedure is approximately equal to βslab 

for the simplified MC procedure at 20°C (i.e. at 0 min of exposure to the ISO 

834 standard fire curve), a lognormal distribution with mean 1.05 and stand-

ard deviation 0.1 can be proposed, which lies within the boundaries for the 

model uncertainty for FEM as suggested by [17]. In Figure 4 the reliability 

index at 0 minutes of exposure (i.e. at 20°C) for the four LHS of 10 samples 

each and the simplified MC calculation (1000 samples) are presented. 
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Figure 4. Reliability index at 20°C as a function of the variable to total load ratio χ, for the 

cross section calculation method (1000 samples) and the FEM LHS method (10 samples) 

For this specific situation of LHS FEM calculations the KR with mean 1.05 

and coefficient of variation 0.1 can be considered appropriate. 

The results of the evaluation of equations (9) and (16) are presented in Figure 

5. 
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Figure 5. Evolution of βslab,fi,t and βlimit,EC,t=tR as a function of the ISO 834 exposure time 

and calculated fire resistance time tR for different calculation methods (χ = 0.5) 

As expected, the calibration of the model uncertainty KR results in a similar 

reliability index βslab for both calculation procedures (LHS FEM and simpli-

fied cross section MC) up to 90 minutes of exposure to the ISO 834 standard 

fire curve. However, for exposure times larger than 120 minutes, the LHS 

FEM calculations indicate a higher reliability index βslab,fi,t. 

A large difference is found with respect to the implicit Eurocode limit value 

for the reliability index βlimit,EC,t=tR. For the simplified cross section MC simu-

lations a reduction of βlimit,EC,t=tR is found during fire exposure which indicates 

that according to the cross section MC method the Eurocode design value for 

the bending moment capacity corresponds to a less conservative characteristic 

value of the actual bending moment capacity during fire. However, in the 

FEM calculations considerable strength reserves were found as compared to 

the simplified cross section calculations (i.e. in Figure 3 the estimation of the 

mean bending moment capacity by the FEM calculations is significantly 

higher than the estimation by the cross section calculations). This results in an 
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increase of βlimit,EC,t=tR during fire, which indicates that according to the FEM 

calculations, the Eurocode design value during fire corresponds with a more 

conservative characteristic of the distribution of the bending moment capaci-

ty. 

It should be noted that using the model uncertainty KR for FEM calculations 

proposed by JCSS [12], i.e. a lognormal distribution with mean 1.2 and coef-

ficient of variation 0.15 (standard deviation 0.18) results in a significantly 

higher estimation of the reliability index at exposure times larger than 120 

minutes. Therefore, the model uncertainty proposed by JCSS is found to be 

unsafe for these specific calculations. A literature study on model uncertain-

ties by SYKORA ET AL. [20] illustrates that there is currently no consensus on 

the model uncertainty to be used for FEM calculations. 

The structural fire resistance time tR is determined by the intersection of 

βslab,fi,t and βlimit,EC,t=tR. In Figure 5 βslab,fi,t is defined by the assumption that MRd 

= MEd at ambient conditions (i.e. at 20°C). Both calculation methods and all 

LHS FEM calculations result in approximately the same fire resistance time 

tR, but a difference is found for the reliability index at the fire resistance time. 

It is concluded that the proposed methodology allows for an objective com-

parison of different design alternatives with respect to the fire resistance time 

tR, irrespective of the calculation procedure used. This property can be of in-

terest for structural fire safety engineering when using FEM to design equiva-

lent solutions to prescriptive codes based on simple cross section calculations. 

The FEM calculations indicate a higher reliability index β at the fire re-

sistance time as compared to simplified cross section calculations. Therefore 

FEM calculations of concrete elements exposed to fire can constitute consid-

erable advantages when performing a reliability optimization. 

5 Conclusions 

 The combination of Latin Hypercube Sampling and non-linear Finite 

Element Models is found to be an efficient calculation procedure for 

the analysis of concrete elements exposed to fire. 

 At 20°C the mean bending moment capacity calculated by the FEM 

procedure is only slightly higher than the one determined by a simpli-

fied cross-section calculation. However, during fire the FEM calcula-
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tions result in a significantly higher bending moment capacity, indicat-

ing that FEM calculations for concrete elements exposed to fire can 

have considerable advantages for design. 

 There is currently no consensus on the model uncertainty KR for the re-

sistance effect to be used for non-linear FEM calculations at 20°C. A 

lognormal distribution with mean 1.05 and coefficient of variation 0.1 

is proposed for the specific situation investigated, chosen according to 

the suggestions found in literature. However it is questionable whether 

the same model uncertainty is appropriate at elevated temperatures. 

 A probabilistic procedure for the calculation of the structural fire re-

sistance time tR is proposed which allows for an objective comparison 

of different design alternatives. With respect to tR, the proposed meth-

odology is found to be independent of the calculation method used (Fi-

nite Element Model or simplified cross section calculation method). 

However, the FEM calculations indicate a higher reliability index β at 

the fire resistance time as compared to simplified cross section calcula-

tions. Therefore FEM calculations of concrete elements exposed to fire 

can constitute considerable advantages when performing a reliability 

optimization. 
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Abstract: This paper describes the probabilistic method of using Markov chain model to 

determine the reliability of the crankshaft based on the Weibull distribution.  The 

crankshafts are constantly subjected to cyclic loading which will tend to display the effects 

of fatigue which is stochastic in nature. The bending stresses are due to self-weight of the 

piston, connecting rod and other components or misalignment of the piston and torsion 

stress. Therefore, the fatigue failures generally are of the rotating bending type and 

torsional based on the nature of its working condition. The Markov chain model was 

constructed and the probability method was selected to represent the bending and torsion 

loads acting on the crankshaft for a range of operating hours. The criteria for probability 

loading for bending would be higher compared to torsion because the initial loading for the 

crankshaft is bending due to its working condition. Based from the Markov chain model, 

the shape and scale parameter was calculated and was used to determine the Weibull 

probability density function, cumulative distribution function, hazard rate and hazard rate-

reliability. It was observed from the characteristic of the Weibull shape parameter that the 

failure due to bending-torsion was an increasing failure rate (IFR) with the mean load to 

failure (MLTF) 3.4 MPa. This can be seen from the behaviour of the crack that shows it 

propagates from the fillet region towards the oil seal at a 45 degree angle. 

1 Introduction  

In this paper, the concept of probabilistic approach will be introduced by 

using the Markov chain model in determining the failure of a crankshaft based 

on bending and torsional loading. The aim of this paper was to develop the 

reliability and statistical analysis on the crankshaft by using the Markov chain 

model based on the applied loads. The development of the probabilistic 

approach by using this model provides an alternative method in determining 
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the failure of the crankshaft, whereby this model looks at a sequence of 

events, and analyzes the tendency of one event to be followed by another.  

From the developed Markov chain model, a new sequence of random but 

related events, which will look similar to the original event, was generated. 

The model developed was useful in analyzing dependent random events - that 

is, events whose likelihood depends on what happened last over a transition 

time.  

Bending and torsion are main types of loading that will occur on the 

crankshaft. The failures acting on the crankshaft are generally of the torsional 

and rotating bending based on the nature of its working condition.  The 

operating condition of the crankshaft is that it will rotate at 720 degree for a 

complete 4-stroke cycle which consist of the intake, combustion, power and 

exhaust stoke.  During the combustion and power cycle the pressure acting on 

the piston head will be the highest where the compressed air–fuel mixture will 

be ignited, usually by a spark plug, which in return will be ignited due to the 

heat generated from the air-fuel mixture during the compression stroke. This 

resulting massive pressure from the combustion of the compressed fuel-air 

mixture forces the piston back down toward bottom dead centre based on 

operating procedure of the crankshaft. 

Salvatore et al. [12] mentioned that the reliability of the crankshaft is the 

construction of the model that can be represented by the time to failure of the 

crankshaft based on the distribution of load.  From the reliability point of 

view, it is possible that the crankshaft has influence on other sub-components 

of the vehicle such as the connecting rod and the engine block.  This can be 

used in characterising the reliability dynamics of the crankshaft. 

Hyun Jung et al. [5] mentioned that the crankshaft is the core element of the 

engine of a vehicle, that transforms the translation motion generated by com-

bustion to rotational motion.  Therefore the failure of crankshaft can cause 

serious damage to the engine even though the crankshaft must be designed to 

last a lifetime of an engine. Hyun Jung et al. [5] also did mention that practi-

cal case and investigation revealed that bending stress is much serve than tor-

sion.  The fillet region is the highest point of stress on the crankshaft due to 

loads from bending and torsion simultaneously.  The failure due to cracks at 

the fillet region starts from the fillet region and will propagate along the jour-

nal to the oilseal due to irregularities during the manufacturing process. 

Asi [10] mentioned that the main reason of failure in a crankshaft is due to the 

cyclic loading during rotation on its axis. The crankshaft is normally 

subjected to bending stresses due to self-weight of the piston, connecting rod 

http://en.wikipedia.org/wiki/Spark_plug
http://en.wikipedia.org/wiki/Combustion
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and other components or misalignment of the piston and torsion stress. Even 

though the crankshaft is manufactured to have mechanical properties with 

high strength, high toughness and good machining ability by using ductile 

cast iron with spheroidal graphite mentioned by Asi [10], but the failure of the 

crankshaft is still unavoidable due to the cyclic loading. Therefore the 

crankshaft which is under constant cyclic loading will tend to display fatigue 

due to the type of loading (bending, torsion, reverse bending) applied on it.  

The crankshaft undergoes constant amplitude loading during the intake and 

exhaust cycle of the piston and variable amplitude loading during the 

compression and power cycles due to the combustion pressure that is acting 

on the head of the piston.  The main reason for failure of the shaft is due to the 

initiation of cracks, which begins at the fillet region of the crankshaft and 

propagates towards the oil seal at the journal by using the finite element (FE) 

technique as performed by Taylor et al. [3].  The FE method was done to 

determine the hot zones (which would be the most probable) by using various 

sizes of mesh and comparing it with the experimental data. The hot zones 

were used to estimate the region where crack would most likely initiate and 

propagate based on the stress concentration.  Any dependent or independent 

loading (bending and torsion) acting on the crankshaft will result in stress 

field with 2 extremes: 

1. Magnitude of the principal stresses.  

2. Direction of the principal stresses. 

Experimental analysis such as SEM, fractography, tensile test, hardness test, 

chemical analysis, x-ray analysis (EDAX) and visual examination was 

conducted to determine the failure of the crankshaft based on the operating 

hours as shown in [1,6,9,10,11,13,17].  It can be concluded from the 

experimental analysis that the failure time varies based on the cyclic loading 

acting on the crankshaft and where the failure time occurred are very random 

between the operating hours due to the load applied and the material 

properties of the crankshaft. 

Silva [6] stated that the mechanical fatigue failure of the crankshaft was be-

cause of high stress concentration due to high cycle and low stress and that 

varies based on the type of cyclic loading. This type of failure is due to misa-

lignment of the shaft, originating rotating-bending or vibration due to some 

problem with the main bearing or incorrect fillet sizes. Figure 1 shows the lo-

cation and direction of the crack where the depth of a notch behaves as a 

crack. 
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Figure 1.Crack propagation in the crankshaft [10].
 

The lumped model method was developed by Becarra et al. [7], where this 

model is a simplified method of assuming that the system is in a rigid body 

and there are interactions between each rigid body in the form of kinematic 

pair or springs or dampers.  The simplifying assumptions in this model are: 

1. Objects are rigid bodies. 

2. Interactions between rigid bodies take place via kinematic 

pairs (joints), springs and dampers. 

By using this method, the crankshaft was divided into various degrees of 

freedom depending on the number of pistons and analysed individually based 

on the loads.  These individual results will be combined to determine the 

harmonic torsional due to radial loads of the cylinder pressure transmitted by 

the piston and connecting rod. By doing this, it allows a dynamic analysis on 

the shaft to be calculated by considering the bending-torsional loads.  

As a conclusion, various methods such as FE method, experimental analysis 

and the lumped model method had been carried out by previous researches to 

model the failure of the crankshaft. The significance between all these studies 

is that the failure of the crankshaft was due to torsion given bending loads. 

2 Methodology 

The failure of the shaft can be mathematically modelled in the conditional 

probability where the probability of failure for the crankshaft is due to torsion 

(T) given bending (B) during operating condition as shown in equation (1).  

                                                                                                   (1) 

Since failure is random, therefore the failure of the system would be 

stochastic in nature.  The Markov chain model has the property to provide 

information for future state, where the future state is independent of the past 
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state given that we know the present state, which has the similar properties of 

the crankshaft under operating condition.  

The Markov chain model for loading on the crankshaft system was set in two 

states, i.e. bending and torsion as shown in Figure 2. This model is in the 

recurrent state whereby the loading of bending and torsion will be repeating 

over time. 

 

 

 

 

Figure 2. Markov chain state diagram of the crankshaft 

The probabilistic equation of the Markov chain from Figure 2 can be 

modelled as a memoryless condition based on equation (2), where it describes 

the probability (Pr) of going from the bending state to the torsion state and 

vice versa was based only on the given present state regardless of its past 

condition.  

                                 (2) 

Each probability matrices of bending (PB) and torsion, (PT) is set to be 

independent of each other where each of the probability of failure due to 

bending and torsion is a compliment of each other. In other words, for each 

PT, it will contain the remaining PB and vice-versa for PT, as shown in 

equation (3). 

                                                   (3) 

The torsion loading would only start to take effect when the crankshaft is in 

the operating condition, due to rotation on its axis. Hence, the probability 

matrix for the crankshaft (P) based on the operating hours (n) can be 

illustrated in equation (4). 

                                         (4) 

The Chapman-Kolmogorov method as shown in equation (5) was derived to 

observe the changes that would over the loading states as time increases 

whereby the outcome of each transition time is independent on its initial 

condition. This was done to observe was there any steady state condition for 

the probability matrix provided.   

Probability of torsion 

Probability of bending 

B T 
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The importance for a steady state condition was to observe the changes of the 

states over a given period of time as in the tendency of the probability to 

diverge from an independent state to a dependent state. 

                              (5) 

The probability for bending and torsional loading will be acting independently 

in this transition time where the present situation is not dependent on the past. 

Therefore, the expected value E(X), for the bending-torsion loading over the 

transition time can be calculated by determining the probability vector (µ) as 

the initial condition together with the loading vector (L) of maximum and 

minimum loads acting on the crankshaft based on equation (6).   

                                                 (6) 

From equation (6), the shape parameter (β) and scale parameter (θ), can be 

derived to determine the type of Weibull distribution, hazard rate function ( ), 

and mean load to failure (MTLF) as shown in equation (7) and (8). 

 (7) 

     (8) 

An important aspect of the Weibull distribution is how the values of the shape 

parameter and the scale parameter affect the distribution characteristics as in 

the shape of the probability density function, the reliability and the failure 

rate. The Weibull provides a good model for failure as it considers a variety of 

shape parameter. 

3 Results and Discussion 

The experimental data collected shown in Table 1 was for 2 cycles; power and 

combustion cycle.  

Table 1. Experimental results for loading on each RPM. (Data from UTP DI CNG: UKM)  

RPM Minimum Load  

(MPa) 

Maximum Load 

(MPa) 

1000 

2000 

3000 

4000 

5000 

5400 

1.00 x 10
5 

1.00 x 10
5 

1.06 x 10
5 

1.08 x 10
5 

1.09 x 10
5 

1.09 x 10
5
 

5.23 x 10
6 

6.10 x 10
6 

6.50 x 10
6 

6.90 x 10
6 

7.50 x 10
6 

8.00 x 10
6
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This is because during the combustion and power cycle the pressure acting on 

the piston head will be the highest where the compressed air–fuel mixture will 

be ignited resulting massive pressure from the combustion of the compressed 

fuel-air mixture forces the piston back down toward bottom dead centre. 

The intake and exhaust data were neglected because the piston is working at a 

minimal and constant loading as shown in Figure 3. 

 Figure 3. Loading on the crankshaft based on the crank angle of the piston 

The crankshaft is subjected to various pressures but generally needs to be ana-

lyzed in two positions. Firstly, failure may occur at the position of maximum 

bending; this may be at the centre of the crank or at either end. In such a con-

dition the failure is due to bending and the pressure in the cylinder is maxi-

mum as stated in [3,14]. Secondly, the crank may fail due to twisting, so the 

connecting rod needs to be checked for shear at the position of maximal twist-

ing. The pressure at this position is the maximal pressure, but only a fraction 

of maximal pressure as stated by Asi [10].  

The probability of bending should be higher compared to the probability of 

torsion as the failure of the crankshaft would begin from bending state due to 

its pre load due to the self-weight and misalignment of the piston. Therefore 

the expected value from equation (6) was used to simulate a statistical analy-

sis based on the experimental loading as shown in Table 2.  

Table 2. Simulated results from loading for each RPM from equation (3). 

RPM Minimum Load  

(MPa) 

Maximum Load 

(MPa) 

Mean Load 

(MPa) 

Std. Dev. 

(MPa) 

1000 

2000 

1.06 x 10
5 

1.06 x 10
5 

5.20 x 10
6 

6.06 x 10
6 

2.68 x 10
6 

3.12 x 10
6 

1.16 x 10
6 

1.35 x 10
6 

http://en.wikipedia.org/wiki/Combustion
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3000 

4000 

5000 

5400 

1.14 x 10
5 

1.16 x 10
5 

1.18 x 10
5 

1.18 x 10
5
 

6.46 x 10
6 

6.86 x 10
6 

7.45 x 10
6 

7.90 x 10
6
 

3.33 x 10
6 

3.53 x 10
6 

3.83 x 10
6 

4.08 x 10
6
 

1.45 x 10
6 

1.54 x 10
6 

1.67 x 10
6 

1.79 x 10
6
 

The expected value equation used has the ability to provide statistical analysis 

with an error ranging from 5-10% as it was shown in 2. This error is consid-

ered minimal as it is assumed that the errors occurred due to geometry dimen-

sion of the shaft, size of the fillet on the journal and irregularities during the 

manufacturing process as shown  by [1,4-7,10,11,15] through their experi-

mental analysis.   

The probability density function (PDF) and cumulative distribution function 

(CDF) as shown in Figure 4 were plotted to observe the distribution of the 

simulated data.  
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Figure 4. Distribution of the loads 

Based from the shape (β) and scale parameter (θ) of the distribution, the 

MTLF can be calculated and is shown in Table 3.  
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Table 3. Shape and scale parameter under operating condition from 1000-5400 RPM 

RPM Shape Parameter 

(β) 

Scale Parameter 

(θ) 

MLTF 

(MPa) 

Mean Load 

(MPa) 

1000-5400 2.4 3.85x10
6 

3.40x10
6 

3.48x10
6 

The various shape parameters influences the hazard rate whereby it provides 

information regarding the behaviour of the failure process in Table 4 as it was 

shown by Ebeling [2].   

Table 4. Shape parameter properties. 

Shape Parameter Properties 

0 < β < 1 

β = 1 

0 < β < 1 

β = 1 

β > 2 

3≤ β ≤ 4 

Decreasing failure rate 

Exponential distribution 

Increasing failure rate, concave 

Rayleigh distribution 

Increasing failure rate, convex 

Increasing failure rate, approaches normal distribution; symmetrical 

By comparing the shape parameter obtained from Table 3 and its properties 

from Table 4, it can  be concluded that the crankshaft has that increasing fail-

ure rate as shown in Figure 5.      
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Figure 5. Distribution of the expected loads, E(X). 

The reason for an increasing failure rate will affect the reliability of the crank-

shaft as shown in Figure 6.  This was due to fluctuation of loading during 
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power and combustion cycles with a high number of cycles during operating 

condition, impurities of the material and misalignment of the connecting rods 

.  
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 Figure 6. Reliability- Hazard Rate 

The Weibull probability plot as shown in Figure 7 was constructed to observe 

the probability of failure on the crankshaft over the expected load.  
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Figure 7. Weibull probability plot 
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As indicated from Table 4, hazard rate with β < 1 have a failure rate that de-

creases with load, also known as infantile or early-life failures where as haz-

ard rate with β close to or equal to 1 have a fairly constant failure rate, 

indicative of useful life or random failures. Finally hazard rate with β > 1 

have a failure rate that increases with time, also known as wear-out failures. 

These comprise the three sections of the bathtub curve as shown in Figure 8 

whereby a hazard rate with β < 1, β = 1 and β > 1 was plotted to show the be-

haviour of failure for the crankshaft. 
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Figure 8: Bathtub curve for the crankshaft 

4 Conclusion 

The Markov chain model was developed as an alternative method in deter-

mining the failure on the crankshaft due to bending and torsional loading. The 

model has an error of 5-10% after comparing it with the experimental results 

whereby this model was able to perform reliability and statistical analysis 

compared to the experimental works done. This error was considered minimal 

as the errors occurred were due to geometric shape of the crankshaft, radius of 

the fillet and irregularities during the manufacturing process.  

It can be concluded from the reliability analysis on the crankshaft due to 

loading was the characteristic of the Weibull shape parameter. It was 

observed that failure due to bending-torsion has properties of an increasing 
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failure rate (IFR) with the mean load to failure (MLTF) 3.4 MPa. This can be 

seen from the physical behaviour of the crack that shows it propagates from 

the fillet region towards the oil seal at a 45 degree angle. 
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Probabilistic assessment of existing structures 

Milan Holický, Miroslav Sýkora 

Klokner Institute of the Czech Technical University in Prague, Prague 

Abstract: Assessment of existing structures is in many aspects different from 

that taken in designing new buildings. Effects of the construction process and 

subsequent life of the structure, during which it may have undergone alteration, 

deterioration, misuse, and other changes to its as-built (as-designed) state, must 

be taken into account. That is why the assessment of existing structures often 

requires application of sophisticated probabilistic methods, as a rule beyond the 

scope of traditional design practice. Updating of probabilities and design val-

ues of basic parameters seem to provide effective tools in the assessment of ex-

isting structures. 

1 Introduction  

Assessment of existing structures is becoming a more and more important and 

frequent engineering task. Continued use of existing structures is of a great 

significance due to environmental, economic and socio-political benefits, 

growing larger every year. These aspects are particularly relevant to tall build-

ings that always constitute a great social, economic and often also architectur-

al value. General principles of sustainable development regularly lead to the 

need for extension of the life of a structure, in majority of practical cases in 

conjunction with severe economic constraints.  

That is why the assessment of existing structures often requires application of 

sophisticated methods, as a rule beyond the scope of traditional design codes. 

Nevertheless, apart from few national codes, three International Standards 

ISO 2394 [1], ISO 13822 [2] and ISO 12491 [3], related to the assessment of 

existing structures, have been recently developed. Additional information 

may be found in a number of scientific papers and publications, for example 

by Melchers [4], and Ellingwood [5]. Submitted paper is primarily based on 

previous study by Holicky [6]. 

The approach to the assessment of an existing structure is in many aspects 

different from that taken in designing the structure of a newly proposed build-

ing. The effects of the construction process and subsequent life of the struc-

ture, during which it may have undergone alteration, deterioration, misuse, 
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and other changes to its as-built (as-designed) state, must be taken into ac-

count. However, even though the existing building may be investigated sever-

al times, some uncertainty in behaviour of the basic variables shall always 

remain. Therefore, similarly as in the design of new structures, actual varia-

tion in the basic variables describing actions, material properties, geometric 

data and model uncertainties is taken into account by partial factors or other 

appropriate code procedures. 

In general, an existing structure may be subjected to the assessment of its ac-

tual reliability in case of: 

 rehabilitation of an existing constructed facility during which new structural mem-

bers are added to the existing load-carrying system; 

 adequacy checking in order to establish whether the existing structure can resist 

loads associated with the anticipated change in use of the facility, operational 

changes or extension of its remaining working life; 

 repair of an existing structure, which has deteriorated due to time dependent envi-

ronmental effects or which has suffered damage from accidental actions, for exam-

ple, earthquake; 

 doubts concerning actual reliability of the structure. 

Under some circumstances assessments may also be required by authorities, 

insurance companies or owners or may be demanded by a maintenance plan. 

The main general principles of the assessment may be summarized as follows: 

 Available scientific knowledge and know-how including currently valid codes 

should be applied; historical practice and provisions valid in the time when the 

structure was built (designed) should be used as guidance information only; 

 Actual characteristics of structural material, action, geometric data and structural 

behaviour should be considered; original documentation including drawings should 

be used as guidance material only. 

The first principle should be applied in order to achieve similar reliability lev-

el as in case of newly designed structures. The second principle should avoid 

negligence of any structural condition that may affect actual reliability (in fa-

vourable or unfavourable way) of a given structure.  

Most of the current codes are developed assuming the concept of limit states 

in conjunction with the partial factor method. In accordance with this method, 

which is mostly considered here, basic variables are specified by characteris-

tic or representative values. The design values of the basic variables are de-

termined on the basis of the characteristic (representative) values and 

appropriate partial factors. 

It follows from the second principle that a visual inspection of the assessed 

structure should be made whenever possible. Practical experience shows that 
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inspection of the site is also useful to obtain a good feel for actual situation 

and state of the structure. 

As a rule the assessment need not to be performed for those parts of the exist-

ing structure that will not be affected by structural changes, rehabilitation, re-

pair, change in use or which are not obviously damaged or are not suspected 

of having insufficient reliability. 

Thus, actual properties of basic variables describing actions, material proper-

ties, and geometric data are to be considered. In addition, expected social and 

economic consequences of a required intervention and possible structural 

failure should be taken into account. That is why the assessment of existing 

structures often requires application of sophisticated probabilistic methods, as 

a rule beyond the scope of traditional design practice. 

The most important step of the probabilistic assessment itself is specification 

of the target reliability level (discussed by Holicky and Retief [7] during the 

previous International Probabilistic Workshop in Braunschweig), evaluation 

of inspection data and updating of prior information concerning all the basic 

variables. Target reliability should be determined on the basis of probabilistic 

optimization in conjunction with the probability updating. Typically the as-

sessment of existing structures is a cyclic process in which the first prelimi-

nary assessment must be often supplemented by subsequent detailed 

investigations and assessment.  

2 Basic variables 

In accordance with the above-mentioned general principles, characteristic and 

representative values of all basic variables shall be determined taking into ac-

count the actual situation and state of the structure. Available design docu-

mentation is used as a guidance material only. Actual state of the structure 

should be verified by its inspection to an adequate extent. If appropriate, de-

structive or non-destructive inspections should be performed and evaluated 

using statistical methods.  

For verification of the structural reliability using partial factor method, the 

characteristic and representative values of basic variables shall be considered 

as follows: 

 Dimensions of the structural elements shall be determined on the basis of adequate 

measurements. However, when the original design documentation is available and 

no changes in dimensions have taken place, the nominal dimensions given in the 

documentation may be used in the analysis. 
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 Load characteristics shall be introduced with the values corresponding with the ac-

tual situation verified by destructive or non-destructive inspections. When some 

loads have been reduced or removed completely, the representative values can be 

reduced or appropriate partial factors can be adjusted. When overloading has been 

observed in the past it may be appropriate to increase adequately representative 

values. 

 Material properties shall be considered according to the actual state of the structure 

verified by destructive or non-destructive inspections. When the original design 

documentation is available and no serious deterioration, design errors or construc-

tion errors are suspected, the characteristic values given in original design may be 

used.  

 Model uncertainties shall be considered in the same way as in design stage unless 

previous structural behaviour (especially damage) indicates otherwise. In some cas-

es model factors, coefficients and other design assumptions may be established 

from measurements on the existing structure (e.g. wind pressure coefficient, effec-

tive width values, etc.). 

Thus reliability verification of an existing structure should be backed up by 

inspection of the structure including collection of appropriate data. Evaluation 

of prior information and its updating using newly obtained measurements is 

one of the most important steps of the assessment. 

3 Probability updating 

Using results of an investigation (qualitative and quantitative inspections, cal-

culations, proof loading) the properties and reliability estimates of the struc-

ture may be updated. Two different procedures can be distinguished: 

1. Updating of the structural failure probability. 

2. Updating of the probability distributions of basic variables. 

Direct updating of the structural reliability (procedure (1)) can formally be 

carried out using the basic formula of probability theory 

P(F|I) = P(F ∩ I) / P(I)  (1) 

with P probability 

F local or global failure 

I inspection information 

 intersection of two events. 

 

The inspection information I may consist of the observation that the crack 

width at the beam B is smaller than at the beam A. An example of probability 

updating using equation (1) is presented in Section 4. 

The updating procedure of a univariate or multivariate probability distribution 

(procedure (2)) is given formally as 
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fX(x|I) = C P(I|x) fX(x)  (2) 

with fX(x|I) updated probability density function of X 

fX(x) probability density function of X before updating 

X basic variable or statistical parameter 

C  normalising constant 

P(I|x)  likelihood function. 

 

An illustration of equation (2) is presented in Figure 1. In this example updat-

ing leads to a more favourable distribution with a greater design value xd than 

the prior design value xd. In general, however, the updated distribution might 

be also less favourable than the prior distribution. 

fX(x), fX(x|I)

X

prior distribution fX(x)

updated distribution fX(x|I)

updated xdprior xd
 

Figure 1. Updating of probability density function for an expected variable X.  

The updating procedure can be used to derive updated characteristic and rep-

resentative values (fractiles of appropriate distributions) of basic variables to 

be used in the partial factor method or to compare directly action effects with 

limit values (cracks, displacements). The Bayesian method for fractile updat-

ing is described in Sections 6 and 7. More information on updating may be 

found in ISO 12491 [3]. 

Once the updated distributions for the basic variables fX(x) have been found, 

the updated failure probability P(F|I) may be determined by performing a 

probabilistic analysis using common methods of structural reliability 

P(F|I) = 

0G

df

X

X xIx  
 (3) 

with G(X) < 0 failure domain (G(X) being limit state function).  
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It should be proved that the probability P(F|I), given the design values for its 

basic variables, does not exceed a specified target value. 

4 Probability updating of a steel beam 

This example of probability updating is adopted from [4,5]. Consider the limit 

state function G(X), where X is a vector of basic variables, and the failure F is 

described by the inequality G(X) < 0. If the result of an inspection of the 

structure I is an event described by the inequality H > 0 then using equa-

tion (1) the updated probability of failure P(F| I) may be written as 

P(F| I) = P(G(X) < 0| H > 0) = P(G(X) < 0 ∩ H > 0) / P(H > 0)  (4) 

For example consider a simply supported steel beam of the span L exposed to 

permanent uniform load g and variable load q. The beam has the plastic sec-

tion modulus W and the steel strength fy.   

Using the partial factor method the design condition Rd  Sd > 0 between the 

design value Rd of the resistance R and design value Sd of the load effect S 

may be written as  

W fyk / M - ( G gkL
2
/8 + Q qkL

2
/8) > 0  (5) 

with fyk characteristic yield strength 

gk characteristic (nominal) value of permanent load g 

qk  characteristic (nominal) value of permanent load q 

M, G, Q  partial factors of steel, permanent and variable 

load. 

 

By analogy to equation (5) the limit state function G(X) follows as  

G(X) = R - S = W fy - (gL
2
/8 + qL

2
/8)  (6) 

where all the basic variables are generally considered as random variables de-

scribed by appropriate probabilistic models.  

To verify its reliability the beam has been investigated and a proof loading up 

to the level qtest is carried out. It is assumed that gact is the actual value of the 

permanent load g. If the beam resistance is sufficient the information I ob-

tained is described as 

I = {H > 0} = {W fy - (gact L
2
/8 + qtest L

2
/8) > 0}  (7) 

with fy actual steel strength 

gact  actual permanent load determined reasonably accu-

rately using non-destructive methods. 
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It follows from equation (4) that to determine the desired updated probability 

of failure P(F|I) using equation (4) it is necessary to assess two probabilities 

P(G(X)<0 |H>0) and P(H > 0) 

P(G(X) < 0  H > 0) =   

P[W fy - (gL
2
/8+qL

2
/8) < 0  W fy - (gactL

2
/8 + qtest L

2
/8)>0] 

 (8) 

P(H > 0) = P(W fy - (gact L
2
/8 + qtest L

2
/8) > 0)  (9) 

Additional assumptions concerning basic variables are then needed. Having 

the results of (8) and (9) the updated probability of failure P(G(X) < 0|H > 0) 

follows from equation (4).  

Alternatively, considering results of the proof test, the probability density 

function fR(r) of the beam resistance R = Wfy may be truncated below the 

proof load as indicated in Figure 2. However the prove loading must be lim-

ited by an acceptable level (usually up to load effect corresponding to the ser-

viceability level) to avoid damage of the structure during a test. 

 

fR(r)

 r

updated resistance R

 prior resistance R

 resistance adequate to proof load

 

Figure 2 Truncated effect of proof loading on structural resistance. 

 

Obviously, the truncation of structural resistance R decreases the updated 

probability of structural failure defined as  

P(F) = P(R  S < 0)  (10) 

and increase, therefore, the updated value of structural reliability. 
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5 Updating design values of basic variables 

A more practical procedure is to determine updated design values for each 

basic variable (procedure (2)). For a resistance parameter X, the design value 

xd can be obtained using operational formula given in ISO 2394 [1], ISO 

12491 [3] and study [6]. For normal and lognormal random variable it holds 

xd = (1 -   V)   

xd =  exp[-   √(ln(1 + V
2
)) – 0.5 ln(1 + V

2
)] 

 (11) 

(12) 

with xd updated design value of X 

 updated mean value 

 FORM sensitivity factor 

 target reliability index 

V updated coefficient of variation of X. 

 

Note that 
2ln(1 )V  V is equal to the standard deviation of the transformed 

variable ln(X).  

The value of the target reliability index  is discussed by Holicky and Retief 

[7], the sensitivity factors  can be taken equal to those commonly used for 

new structures (the values −0.7 for the dominating load parameter, +0.8 for 

the dominating resistance parameter and the reduced values to 40 % for non-

dominating variables are recommended in ISO 2394 [1]). 

As an alternative to procedure (2), one might also determine the characteristic 

value xk first and calculate the design value xd by applying the appropriate 

partial factor m 

xd = xk / m  (13) 

For normal and lognormal random variable X the characteristic value xk are  

xk = (1 - k V)   

xd =  exp[-k √(ln(1 + V
2
)) – 0.5 ln(1 + V

2
)] 

 (14) 

(15) 

with k = 1.645 (5% fractile of the standardised normal distribu-

tion) usually applied for the characteristic strength. 

 

This procedure may be applied for all basic variables. However, for geomet-

rical properties and variable loads also other distributions (in addition to the 

normal and lognormal distribution) are frequently applied. 

Note that a lower acceptable reliability level can be specified by reducing 

 - values for probabilistic design and reducing  - values in the partial factor 

method. For a material property X described by a normal or lognormal distri-

bution the partial factor m = xk / xd may be estimated using equation 
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m = (1 - k V) / (1 -   V), or m = exp[(-k + )√(ln(1 + V
2
))]  (16) 

which follows from general equations (11) to (15). All the symbols used in 

(16) are defined above. The second expression in (16) for m is valid for the 

lognormal distribution; similar expressions may be derived for other distribu-

tions. 

6 Bayesian fractile updating  

Fractiles of basic variables can be effectively updated using the Bayesian ap-

proach described in ISO 12491 [3]. This procedure is limited here to a normal 

variable X only for which the prior distribution function ( ) of and  is 

given as 

2 21

2

1
, exp

2

n
C s n m   (17) 

with C normalising constant 

(n') = 0 for n' = 0 and (n') = 1 otherwise. 

 

The prior parameters m', s', n', ' are parameters asymptotically given as 

E( ) = m', E( ) = s', V( ) =
s

m n
, V

1

2
  (18) 

while the parameters n' and ' are independent and may be chosen arbitrarily 

(it does not hold that ' = n' – 1). In equation (18) E(∙) denotes the expectation 

and V(∙) the coefficient of variation of the variable in brackets. Equations (18) 

may be used to estimate unknown parameters n' and ' provided the values 

V( ) and V( ) are estimated using experimental data or available experience. 

The posterior distribution function "( , ) of  and  is of the same type as 

the prior distribution function, but with parameters m", s", n" and ", given as 

n" = n' + n  

" = ' +  +  ( n )  

m"n"= n'm' + nm  

"(s")
2
 + n"(m")

2
 = '(s')

2
 + n'(m')

2
 + s

2
 + nm

2
. 

 (19) 

with m sample mean 

s sample standard deviation 

n size of the observed sample 

 = n – 1 number of degrees of freedom. 

 

The predictive value xp,pred of a fractile xp is then 
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,B 1 1/p ayes px m t s n   (20) 

with tp fractile of the t-distribution (see Table 1) with " 

degrees of freedom. 

 

If no prior information is available, then n'= '= 0 and the characteristics m", 

n", s", " equal the sample characteristics m, n, s, . Then equation (20) for-

mally reduces to so-called prediction estimates of the fractile given as  

,pred 1 1/p px m t s n   (21) 

tp is again the fractile of the t-distribution with  degrees of freedom (Ta-

ble 1). Furthermore, if the standard deviation  is known (from the past expe-

rience), then =  and s shall be replaced by .  

Table 1 - Fractiles  tp  of the t-distribution with  degrees of freedom 

  1  p       1  p   

 0.90 0.95 0.975 0.99 0.995   0.90 0.95 0.975 0.99 0.995 

3 

4 

5 

6 

7 

8 

9 

10 

1.64 

1.53 

1.48 

1.44 

1.42 

1.40 

1.38 

1.37 

2.35 

2.13 

2.02 

1.94 

1.89 

1.86 

1.83 

1.81 

3.18 

2.78 

2.57 

2.45 

2.36 

2.31 

2.26 

2.23 

4.54 

3.75 

3.37 

3.14 

3.00 

2.90 

2.82 

2.76 

5.84 

4.60 

4.03 

3.71 

3.50 

3.36 

3.25 

3.17 

 12 

14 

16 

18 

20 

25 

30 

 

1.36 

1.35 

1.34 

1.33 

1.32 

1.32 

1.31 

1.28 

1.78 

1.76 

1.75 

1.73 

1.72 

1.71 

1.70 

1.64 

2.18 

2.14 

2.12 

2.10 

2.09 

2.06 

2.04 

1.96 

2.68 

2.62 

2.58 

2.55 

2.53 

2.49 

2.46 

2.33 

3.06 

2.98 

2.92 

2.88 

2.85 

2.79 

2.75 

2.58 

7 Example of concrete strength 

A sample of n = 5 concrete strength measurements having the mean m = 29.2 

MPa and standard deviation s = 4.6 MPa is to be used to assess the character-

istic value of the concrete strength fck = xp, where p = 0.05. If no prior infor-

mation is available, then n'= '= 0 and the characteristics m", n", s", " equal 

the sample characteristics m, n, s, . The predictive value of xp then follows 

from (20) as  

pred

1
 = 29.2 - 2.13 +1 4.6 = 18.5 MPa

5
p,  x    

where the value tp =  2.13 is taken from Table 1 for 1  p = 0.95 and  = 

5 - 1 = 4. When information from previous production is available the Bayes-

ian approach can be effectively used. Assume the following prior information 

m’ = 30.1 MPa, V(m’) = 0.50, s’ = 4.4 MPa, V(s’) = 0.28   
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It follows from equation (18) 

2
4.6 1

 =   < 1
30.1 0.50

n  , 
2

1 1
 =      6

2 0.28
   

The following characteristics are therefore considered: n' = 0 and ' = 6. Tak-

ing into account that   = n - 1 = 4, equations (19) yield  

= 5, = 10,  = 29.2 MPa, = 4.5 MPan     m    s     

and finally it follows from equation (20) 

Bayes

1
 = 29.2 - 1,81 +1 4.5 = 20.3 MPa

5
p,  x    

where the value tp =  1.81 is taken from Table 1 for 1  p = 0.95 and  = 10. 

In this example the resulting characteristic strength is greater (by about 10 %) 

than the value obtained by prediction method without using prior information. 

Thus, when previous information is available the Bayesian approach may im-

prove (not always) the fractile estimate, particularly in the case of a great var-

iance of the variable. In any case due caution should be paid to the origin of 

the prior information with regard to the nature of considered variable. 

8 Concluding remarks 

The main principles of the assessment of existing structures are: 

- Currently valid codes for verification of structural reliability should be ap-

plied, historic codes valid in the period when the structure was designed, 

should be used only as guidance documents; 

- Actual characteristics of structural material, action, geometric data and 

structural behaviour should be considered; the original design documentation 

including drawing should be used as guidance material only. 

Typically, the assessment of existing structures is a cyclic process in which 

the first preliminary assessment is often supplemented by subsequent detailed 

investigations and assessment. A report on structural assessment prepared by 

an engineer should include a recommendation on possible intervention. How-

ever, the client in collaboration with the relevant authority should make the 

final decision concerning possible interventions. 

The assessment of existing structures often requires application of sophisti-

cated probabilistic methods, as a rule beyond the scope of traditional design 

practice. The critical step of the probabilistic assessment itself is specification 
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of the target reliability level discussed already during the previous Interna-

tional Probabilistic Workshop in Braunschweig. The other important steps of 

the whole assessment include evaluation of inspection data and updating of 

prior information concerning strength and structural reliability. It appears that 

a Bayesian approach can provide an effective tool. Described methods of 

probability updating are frequently used in assessment of existing structures. 

Two types of probability updating are generally applied: 

(1)  Updating of the structural failure probability. 

(2) Updating of the probability distributions of basic variables. 

The second type of updating seems to be more operational and effective. It 

enables to determine directly the design values of basic variables or updated 

partial factors that can be subsequently used in structural assessment. 
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concrete types: An experimental investigation 
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Abstract: Within this paper an experimental investigation on basic material 

parameters as well as fracture mechanical properties for different concrete 

types is presented. In total four different concrete types – C30/37 H, 

C25/30 B3, C25/30 XC1 GK16 and C20/25 XC1 GK16 – were investigated. 

The results of this investigation serve as a basis for further numerical assess-

ment with respect to (a) define suitable stochastic models and (b) to carry out 

non-linear finite element analysis. An additional target was to capture the ef-

fects of testing procedure on the mechanical properties. The associated 

knowledge of these material parameters is an important issue for a realistic re-

liability assessment of both new as well as existing structures. 

1 Introduction  

Design, computation and construction of engineering structures are generally 

based on linear static analyses and on linear or multi-linear material models. 

In the new generation of design specifications, dispersion effects and associ-

ated uncertainties, e.g. in material properties, are covered in the so-called 

semi-probabilistic safety concept (SPSC) [3]. The SPSC guarantees desired 

reliability levels over the life-cycle of a structure by careful selection of (a) 

suitable safety factors for the resistance and for the action side, and of (b) load 

combination factors.  

The SPSC provides for particular structures, using fractiles of material prop-

erties and loads as inputs, the means for a standardized verification of the us-

ability and the static safety of the structures. The demanded general validity 

of the SPSC for a wide range of structure types gives rise to reliability levels 

that may turn out to be even higher than originally intended [13]. 
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Moreover an accurate knowledge concerning the material behaviour and the 

available capacity of a structure can be used for further life-cycle analysis. In 

particular, optimized strategies and concepts for maintenance and revitaliza-

tion over the life-time of a structure can be developed. If therefore also differ-

ent cost factors are taken into account a valuation concept and decision 

concept for immediate and necessary future actions can be created. Investiga-

tions for different engineering structure can be found e.g. in [5] and [14]. 

However the knowledge of the scattering quantities and suitable stochastic 

models are necessary.  

The determination of the statistics and probability distributions of the random 

variables describing material properties play an important role in the devel-

opment of probabilistic based design specifications. The choice of the proba-

bility distribution chosen to represent the material property data will have a 

large effect on the calculated reliability. Assuming different distributions for 

the material properties can result in computed probabilities of failure that vary 

by over an order of magnitude. This is the result of the lower tail behaviour of 

different cumulative distribution functions, which has become known as the 

tail-sensitivity problem in structural reliability [2]. 

2 Laboratory tests 

2.1 Materials and test setup 

In general, the properties of concrete are characterized based on the compres-

sive strengths according to EN 206-1, on the exposure classes and on the 

slump value. Nevertheless, the realistic modelling of structures requires the 

incorporation of (a) nonlinear effects in the analysis and material properties, 

which can be captured for e.g., concrete by a variable modulus of elasticity, 

Ec the compressive strength, fc and the fracture energy, Gf, and of (b) uncer-

tainties in material and geometrical properties caused by nature, manufactur-

ing processes and curing among others. These requirements, together with the 

newly characterized concrete classes in the Eurocode concept, forces the in-

terest in experimental investigations with commonly used concrete types, e.g. 

C25/30 according to EN 206-1 or Önorm B 4710-1_ENREF_17.  

In particular, the standardized compressive test and the wedge splitting test 

were accomplished. These investigations were divided into four parts: (I) 

concrete C30/37 H, (II) concrete C25/30 B3, (III) concrete C25/30 XC1 and 

(IV) concrete C20/25 XC1. Table 1 shows the mixture for these different con-

crete types. 
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Table 1. Concrete mixture of series I – IV. 

Concrete Properties C30/37 H C25/30 B3 C25/30 XC1 

GK16 

C20/25 XC1 

GK16 

 Dry [kg] Dry [kg] Dry [kg] Dry [kg] 

Aggregate 0-4 mm 5151.32 5367.53 7628.98 7168.01 

Aggregate 4-16 mm 5842.26 4756.67 6299.69 5928.83 

Aggregate 16-32 mm 1958.07 3393.72 - - 

Water content 1245.75 1211.53 1229.20 1280.25 

Readyair L-300 2.30 5.23 - - 

Readyplast SP-SL1 18.67 - - - 

Fibrin 315 pp-fibers 9.00 - - - 

Cemplast - 31.32 28.53 25.50 

Fluamix C 584.53 524.47 471.53 392.47 

CEM II A-M 42.5N 2285.91 2086.72 1903.94 1569.12 

w/c 0.54 0.58 0.65 0.82 

w/b 0.45 0.48 0.54 0.68 

In order to determine the basic material parameters like compressive strength 

and modulus of elasticity compressive tests according to EN 206-1 were car-

ried out. Test cubes had dimensions of 150 x 150 x 150 mm and were loaded 

with a gradual increase of the stress level until the maximum load was 

reached. The maximum load was defined as test load at which an increase 

within a time frame of 4 seconds was no longer possible. 

The second testing procedure for the characterization of the stochastic con-

crete properties was the wedge splitting test method. Figure 1 illustrates the 

principle of the wedge splitting method for uniaxial loading of a disk-shaped 

specimen. A starter notch is cut into the rectangular groove of the specimen. 

The load transmission pieces (comprising rollers or roller bearings) are insert-

ed into this groove, into which the slender wedge is then laid. The force Pv 

from the testing machine is transmitted via the load transmission pieces onto 

the wedge, leading to the splitting of the specimen. The friction between 

wedge and force transmission pieces is negligible and the splitting force Ph 

can be determined by means of a simple calculation. The displacement is de-

termined at the height of the load application line on both sides by electronic 

displacement transducers which are attached to a metal frame. In contrast to a 

normal wedge splitting test [9], two hinge roller supports were located on the 

top of the specimen as shown in Figure 1. Two massive steel loading devices, 

both equipped with rollers on each side, were placed on top of the specimen. 

A stiff steel profile with two identical wedges was fixed at the upper plate of 

the testing machine. The wedges were entered between the rollers on each 

side, thereby applying a horizontal splitting force. Ph is the horizontal compo-

nent of the force acting on the rollers, and is calculated by taking the wedge 

angle θ into consideration: 
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Ph = Pv / 2 tan  (1) 

where Ph is the horizontal load, Pv is the applied vertical load, and θ is the 

wedge angle.  

 

Figure 1: Specimen shape (a) and principle (b) of the wedge splitting test for uniaxial 

loading to obtain fracture energy. 

2.2 Experimental results 

From basic compressive tests the compressive strength fc and the modulus of 

elasticity Ec are evaluated separately for each concrete class. Table 2 shows 

the results as well as descriptive statistical parameter. 

Table 2. Experimental results of compressive tests all values are given in MPa. 

I II III IV 

Ec fc Ec fc Ec fc Ec fc 

34600 59.55 33000 47.95 39000 54.30 30300 39.20 

36400 57.25 30500 46.90 35400 52.20 31600 40.90 

33800 55.90 27600 45.15 35300 52.00 29100 38.65 

36400 59.35 27900 45.00 32700 51.65 29800 38.70 

41200 62.85 31600 48.50 35800 56.55 31100 39.70 

31900 57.95 28900 48.15 34000 53.45 - - 

34400 61.00 31800 42.80 37600 52.75 32100 42.30 

36900 61.10 30100 49.00 35900 58.20 32500 36.35 

34100 52.05 36000 49.85 33400 49.65 32700 42.90 

35522 
1)

 58.56 30822 47.03 35456 53.42 31150 39.84 

2492 
2)

 3.05 2502 2.15 1869 2.47 1229 2.00 

0.0702 
3)

 0.0522 0.0812 0.0457 0.0527 0.0462 0.0394 0.0501 
1) mean value, 2) standard deviation, 3) coefficient of variation 

The value Gf for the wedge specimen was calculated from the load-

displacement curve using Eq. (2) [10]. Self-weight was not considered, be-
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cause it is balanced with the reaction at the two bottom supports, as shown in 

Figure 1. 

Gf = W / (D-N)B (2) 

Where W is the total work of the area under the load-deflection curve, and D, 

N, and B are the effective depth of the crack, notch length, and thickness of 

the specimen, respectively.  

Figure 2 shows the load-deflection curves of the four investigated concrete 

mixtures. 

  

(a) (b) 

  

(c) (d) 

Figure 2: Load-deflection curves for (a) C30/37 H, (b) C25/30 B3, (c) C25/30 XC1 and (d) 

C20/25 XC1. 

Table 3 shows the values of Gf as well as descriptive statistical parameters for 

the investigated concrete mixtures. 
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Table 3. Experimental results of wedge splitting tests all values are given in N/m. 

I II III IV 

223.7 223.7 183.3 163.7 

189.0 189.0 167.9 135.0 

185.4 185.4 187.9 163.9 

207.9 207.9 179.3 120.3 

173.9 173.9 201.4 137.2 

165.7 165.7 179.6 - 

203.6 203.6 190.2 124.6 

123.3 - 172.0 153.8 

161.8 161.8 188.2 171.4 

181.6 
1)

 188.9 183.3 146.2 

28.13 
2)

 20.30 9.52 18.22 

0.1549 
3)

 0.1075 0.0519 0.1246 
1) mean value, 2) standard deviation, 3) coefficient of variation 

3 Probabilistic models 

Depending on the distribution function different procedures for the estimation 

of the unknown parameters have been used e.g. Method of Moments and 

Method of Maximum Likelihood. However choosing of the best fitted model 

to a given dataset was based on Kolmogorov Smirnov (KS) [1]. The fitting of 

suitable probability density functions to the obtained data set was done by us-

ing program FReET [6], [7].  

Table 4. Recommended values of statistics and distribution functions. 

item pdf mean 

[MPa] 

std 

[MPa] 

cov skew- 

ness 

excess 

Ec I Weibull max 35522 2643.3 0.07441 0.92819 1488 

Ec II Weibull max 30822 2654.1 0.08611 0.60009 0.47757 

Ec III Lognormal 35456 1982.5 0.05592 0.37134 0.24615 

Ec IV Weibull max 31150 1313.7 0.04217 -0.30699 -0.18949 

fc I Weibull min 58.556 32.395 0.05532 -0.72044 0.79474 

fc II Weibull min 47.033 2.282 0.04852 -0.92431 14732 

fc III Weibull max 53.417 26.153 0.04896 0.57068 0.40901 

fc IV Lognormal 39.838 21.335 0.05356 0.16082 0.04602 

Gf I Weibull max 181.59 29.834 0.16429 -0.53046 0.07344 

Gf II Weibull max 188.88 21.706 0.11492 0.24819 -0.12609 

Gf III Normal 183.31 10.093 0.05506 0 0 

Gf IV Weibull max 146.24 19.479 0.13320 -0.05244 -0.28935 

As a result of the fitting process the data set can be represented in most cases 

by a Weibull distribution function. Using Weibull max or min is depending on 

the skewness of data. However in some cases also Lognormal or Normal dis-

tribution is a suitable distribution function to represent the experimentally ob-
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tained data. It should be also taken into account that the accuracy of the fitting 

process is highly influenced by the number of samples, especially if probabil-

ity density functions with more than two parameters are used. 

4 Reliability assessment 

In general, two basic analytical methods, FORM and SORM, can be used to 

estimate structural reliability [1]. Furthermore, numerical approximation 

techniques such as the Response Surface Method or Monte Carlo Sampling 

are available. It was verified that FORM reliability analyses provides in many 

cases an excellent approximation, even for nonlinear conditions. The design 

of any structure requires that its resistance R is greater than the load effect Q. 

This requirement (i.e., R > Q) is described by the limit state 

g(X) = R – Q = 0 (3) 

where X = {X1, X2, …, Xn}
T
 = vector of random variables, g(X) = 0 = limit 

state, and g(X) < 0 is the failure region. The reliability index then is defined 

as 

ß = (µR – µQ) / (
2

R + 
2
Q)

1/2
 (4) 

where µR and µQ = mean resistance and mean load effect, respectively, and R 

and Q = standard deviations of both variables. If the resistance R and the load 

effect Q are normally distributed, g(X) is normally distributed too and the 

probability of failure pf can be determined as 

pf = Ф(-ß)  (5) 

where Ф = standard normal distribution. The calculation of the reliability in-

dex ß is a constrained optimization problem, where the closest point of the 

limit state surface with regard to the origin is searched in the standard normal 

space [12].  

5 Conclusions 

In order to determine experimentally the basic material parameters was well 

as fracture mechanical properties for different concrete types, four concrete 

types (C 30/37 H, C 25/30 B3, C25/30 XC1 GK16 and C20/25 XC1 GK16) 

were investigated.  

The basic material parameters like compressive strength and modulus of elas-

ticity were assigned by compressive tests according to EN 206-1. For the 
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characterization of the stochastic concrete properties for non-linear modelling 

purposes the wedge splitting test method was used.  

After the laboratory tests the compressive strength fc and the modulus of elas-

ticity Ec were evaluated separately for each concrete class. Within this inves-

tigation the mean value, the standard deviation as well as the coefficient of 

variation was calculated.  

With respect to the wedge-splitting tests for all investigated concrete mixtures 

the load-deflection curve was figured out and the descriptive statistical pa-

rameters out of the test results were calculated as well.  

Afterwards, suitable probability density functions were fitted to the obtained 

data-set of the obtained material parameters by using program FReET. The 

best fitted probabilistic model was chosen by using the Kolmogorov Smirnov 

test.  

Obtained data as well as fitted probabilistic models can serve as a basis for a 

further reliability assessment to calculate reliability index β and probability of 

failure pf respectively. 
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Abstract: Due to the fact that historical arch bridges nowadays are one of the 

oldest infrastructural buildings which are still in usage, the estimation of the 

bearing capacity of these structures is quite important to companies responsible 

for maintenance. In most cases the material parameters and the geometrical 

shape are unknown which leads to an uncertainty in the determination of the 

bearing behaviour. Therefore, this contribution focuses on the development of 

a finite element model which aims for the detection of the most unfavourable 

geometrical form of a masonry arch bridge, which is presented in this contribu-

tion by means of a sensitivity analysis of a few arch shapes (circular, three-

centre and parabolic shaped). As a second part, the contribution discusses the 

procedure of the calibration of an appropriate finite element model for further 

assessments. In addition the experimental program to determine the input pa-

rameters as well as to quantify stochastic properties is pointed out. By means of 

these stochastic material parameters the accuracy of the finite element model 

can be increased for a realistic and useable approach on existing historical arch 

bridges. 

1 Introduction 

Arch bridges made from nature stone nowadays are the oldest structures which are still in 

use on road and railway lines. With an average age of more than hundred years, these 

structures often are seen as historical important buildings. Most of them had been con-
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structed during the great building period of roads and railways from the 1840ies to 1900. 

Lots of the considered nature stone bridges are constructed as circle or three centre curve, 

some of them also in a parabolic form or catenaries or cycloid. The height of the apex cov-

er varies in a large range. When masonry was appropriated, usually sand, chalkstone or 

clay bricks were used. For most bridges no observations of the material parameter are 

available, as a result the stone and the mortar strengths are unknown. Under the usage of 

the German railway company, there are more than 8000 arch bridges yet, although at local 

roads there is an additional unknown number of them. In Austria, the railway network, 

especially along the southern railway line has around 1000 arch bridges in usage. In whole 

Europe, the stock of masonry railway bridges is estimated with around 70.000. In the 

course of route expansion plans in the past especially arch bridges have been replaced by 

new steel or reinforced concrete structures. Considerations of preservation, the budgetary 

situation of the rail and road operators, as well as a sustainable, efficient usage of resources 

and existing infrastructure are motivations to maintain and – if necessary – toughen up 

existing arch bridges. Therefore, the issues of sustainability, durability and serviceability 

become more important [4]. 

2 State of the art 

The oldest existing arch bridges were designed based on experience. Later graphical meth-

ods for the static were available and approximation formulas based on the arch thrust line 

to design major geometrical parameters such as span, arch shape and arch thickness at the 

apex and the abutments were developed. These simplifying estimations can also now be 

useful to perform the bearing capacity of existing arch bridges on the basis of their geomet-

rical parameters. Especially for old arch bridges which were designed for different loads at 

their design and construction date, these methods can be used as an first estimation for the 

current bearing capacity or the future use of these buildings. The recalculation of these 

buildings under the valid load approach enables the assessment of the bearing capacity and 

the suitability for an usage under nowadays valid load. Any necessary upgrading which 

considers the conservation of the existing structures both preserves the appearance of the 

arch bridges and saves costs. For the estimation of the bearing capacity as a result of a stat-

ic recalculation, the knowledge of the construction and the material properties is required. 

If bridges are designed nowadays, e.g. made from reinforced concrete, steel or wood, these 

parameters are well known. In case of existing arch bridges made from stone, brick or 

rammed concrete, the material properties often cannot be identified, because too many fac-

tors influencing the bearing capacity [6].  

The assessment of existing bridge structures can be used as a helpful method for the re-

sponsible organisations, e.g. road or railway maintenance companies, and the proper gov-

ernments. In terms of the life cycle concept, the increasing axle loads, load restrictions, 

inspections, monitoring, maintenance measurements or even a replacement of the struc-

tures have to be considered. A conventional approach for the recalculation of arch bridges, 

the elasticity theory can provide results which differ significantly from the actual bearing 

capacity. The involvement of the wing walls and the interaction with the surrounding soil 

influence the capacity significantly. Therefore the issue of structure-soil-interaction as de-
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picted in Figure 1 is particularly essential for arch bridges, however, calculations on the 

basis of existing studies cannot be performed correctly. These interactions can be summa-

rized as follows: 

 

Figure 1: Structure – Soil – Interaction in accordance to UIC Code 778-3 [9] 

(a) traffic load is distributed laterally over the depth, the distribution is dependent on the 

shear strength and stiffness of the backfill 

(b) dead load of the backfill acts as a destabilizing force on the arch on the side loaded by 

the traffic load 

(c) horizontal components on the loaded side of the arch as a result of the shear strength, 

stiffness, dead load of the backfill material and the traffic load 

(d) stabilizing effect of the dead load of the backfill on the unloaded side of the arch 

(e) horizontal components on the unloaded side of the arch as a result of the shear strength, 

stiffness, dead load of the backfill material and the traffic load 

Practical considerations have shown that stone arches in combination with an appropriate 

structural state can have considerable reserves in their bearing capacity. Therefore they 

often reach the standards which are recommended nowadays. If the age of the structure is 

taken as a safety indicator, existing arch bridges show the convenience and the robustness 

of arch structures. Current tools of structural design are quite manifold and take account 

both geometrically and physically non-linear structural properties. Nevertheless, because 

the structural behaviour of natural stone masonry is quite complex due to various influence 

factors, it has not been possible to set up an appropriate model for masonry which consid-

ers all decisive effects up to now. The codes for proofing the bearing capacity and the ser-

viceability only allow an overhead assessment of the resistance values. Thus there is a 

noticeable gap between the possibilities of mechanical modelling and the available safety 

proofs. 

Current finite element (FE) programs serve a quite good approximation for modelling the 

material behaviour, as a result different models are implemented in these programs. In the 

calculation models, the spatial dimension of the arch structures is simplified to a cross sec-
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tion of one meter. The most important point for a correct modelling is to identify the rele-

vant meter-stripe and to describe the loadings correctly, particularly single loads in the 

transversal direction of the arch. 

The well-known graphical methods with thrust line have been followed by analytical 

methods, particularly since the development of computational calculations. By means of 

elasticity and plasticity theory, the models were enhanced, although there is still no satis-

factory solution approach for the issue of the discontinuous joint. Since a few years, some 

FE-Programs can bear with discontinuous joints, but these models require an enormous 

calculation effort. Additionally, there is the possibility that these models give completely 

wrong results, as a result of unknown boundary conditions. 

3 Motivation and Method 

In order to develop an appropriate numerical model for the assessment of masonry arch 

bridges the assessment procedure according to Figure 2 has been used. First of all in-situ 

measurements on the real structure under defined loading situations were carried out. Sec-

ondly, based on a survey of the real structure a FE-model was set up. Another input for the 

FE-model are results from laboratory tests in order to define the material properties. Af-

terwards the correlation between simulated (msi) and measured (mei) reactions is calculated. 

If the accuracy between both values is in an appropriate state the FE-model is suitable for 

further investigations (life-time assessment, decision-making tool etc.), otherwise an up-

date process has to be performed [8], [10]. 
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Figure 2: Assessment procedure for the FE-model setup. 

4 Case study 

The case study object is a historic masonry arch bridge located close to the city of Matters-

burg, Austria. The so-called Rohrbach bridge consists of five arches and wing walls which 

imbed the structure to the surrounding earth dam. It is part of the Mattersburg Railway line 

from Vienna via Wiener Neustadt to Sopron in Hungary and was built from 1845 to 1847. 

The arches span over both a small rivulet and a local road with a span width of almost 

6.0 m and an arch rise of 2.0 m at each arch. Primary the bridge was built for rail tracks 

into two directions, but just one was constructed, therefore there is an eccentric loading 

situation on the whole structure. The bridge consists of five arches which are made of ma-

sonry with a thickness of approximately 60 cm and has the shape of a three-centre shaped 

arch. Both, the spandrel walls, the wing walls, the springing and the abutments are made of 

limestone as it is shown in Figure 3. The parapet is also made from masonry, but this obvi-

ously does not have an influence on the bearing behaviour. The backfill material under the 

ballast could not be clarified which causes difficulties in modelling the bridge structure. 
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Figure 3: Case study object Rohrbach bridge. 

4.1 Sensitivity analysis  

Different idealized arch shapes were investigated due to vertical loading in order to obtain 

different internal forces as well as the thrust line. Thereby a circular, a three-centre and a 

parabolic shaped arch was set up in a simple computational model. The boundary condi-

tions as well as the span (2.95 m) were equal for the three different shapes. The arch rise 

varied between 1.95 m and 2.95 m. The vertical loading was taken into account by an 

equally distributed load of 1 kN/m over the entire arch. 

For the first investigated idealized shape it can be seen that the shape of the arch do not 

correspond with the thrust line because in the outer parts as well as in the middle part nega-

tive and positive moments are occurring. The more the support line deviates from the 

structural axis, the worse the load transfer behaviour in terms of normal forces. In the op-

timal case, the two lines are identical and the whole stress distribution is reduced to pure 

compression in the structure. Otherwise additional moments and shear forces arises.  

Three-centre shaped arch was mainly chosen to decrease the height compared to a circular 

shaped arch. Thereby in the middle the occurring internal moments are similar to those by 

a parabolic shaped arch. In the outer parts it is closer to those occurring by a circular 

shaped arch. 

The parabolic shaped seems to be the most appropriate shape for pure compression state. 

This is clearly represented by the distribution of the moment. In the middle part the behav-

iour is similar to the three-centre shaped arch. Moreover the resulting moments are only 

about 1/10 of the moments which occur within the other two investigated shapes. Hence 

the structure is stiffer than the other ones. This circumstance directly influences the further 

dimensioning process.  
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(a) 

 

(b) 

 

(c) 

Figure 4: Distribution of internal moment for (a) circular, (b) three-centre and (c) parabolic 

shaped arch. 

As it can be seen from Figure 4 the parabolic shaped arch is the most appropriate one to 

represent the ideal thrust line. 

5 In-situ measurements and laboratory tests 

The following section gives an overview of already conducted measurements as well as 

planed investigations. 

5.1 In-situ measurements 

The following not-destructive methods were used in order to get more information about 

size, build-up, density, form and homogeneity of individual parts of the structure. For the 

characterization of the subsurface of the structure and the backfill material a ground pene-

tration radar was used. By means if this method it is possible to identify discontinuities at 

the structure and the backfill material. In order to virtualise the vibrations of the structure a 

laservibrometer was used. During the measurement time a vertical displacement from 0.05 

to 0.40 mm was observed [1], [7]. The third non-destructive method was the LVDT meas-

urement. The test setup contained of six pair wise fixed linear variable differential trans-

formers (LVDT) to show the displacement related to a fixed point. Altogether 20 railcar 

crossovers were recorded in 10 different combinations of the measurement application. 

Finally 60 maximum values of the displacement were available for an adequate interpreta-

tion. The main items of the measurement setup were the linear variable differential trans-
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formers. They should record the displacements of the thread rods caused by the reaction of 

the structure to the loading due to railcars.  

From the obtained values of the measurement campaign it can be considered that the forces 

from the crown along the diagonals go down to the abutments and the springer [5]. 

5.2 Laboratory tests 

To obtain basic material parameters as well as their scatter laboratory tests on single bricks 

were conducted. In a first test sequence compressive tests on normal sized bricks (25 x 12 

x 6.5 cm) according to EN 772-1 [3] were carried out. The mean value of compressive 

strength results in fb = 21.3 MPa, standard deviation s = 1.425 MPa and coefficient of vari-

ation cov = 0.0669. Based on this data the program FReET was used to fit a probability 

density function (pdf) to the given data set. To choose the most appropriate pdf the Kol-

mogorov Smirnov test statistic was used [1]. This results in a Weibull distribution with m = 

21.3, s = 1.425, b = 27.607 MPa. Additionally, tests should be performed with different 

loading directions in order to obtain the compressive strength of bricks with respect to the 

loading direction.  

Beside the small scale testing one arch of the Rohrbach bridge will be reconstructed in the 

scale 1:2. The arch will be built with bricks in compliance to the real structure and sup-

ported by artificial abutments. The backfill material can be varied with regards to its mix-

ture. 

6 Conclusions 

In this contribution it is shown how on the base of adequate measurement data and survey-

ing a FE-model of an existing masonry arch bridge can be set up for the evaluation process 

of the bearing capacity as well as to incorporate stochastic properties. To determine the 

most unfavourable shape of the arch a sensitivity analysis regarding the thrust line of three 

possible arch shapes was carried out. For an increase of the accuracy and the practicability 

of the model on the one hand laboratory tests were and are going to be performed to de-

termine the correlation of the measured values on the real object and the measured values 

on a scale model; and on the other hand small scale tests on specimens taken from brick 

stones under variable angles. These variable angles determine the variable loading direc-

tion which occurs on existing structures. Based on test results performed under a vertical 

loading situation, which are already available, this extension to various angles will help to 

characterize the material parameters in an appropriate way. 
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